1.1. Project 3: Heat equation

1.1.1. Motivation

Gauss-Seidel and SOR are iterative methods to @ppate the solution of a system of partial diffdér@nequations
(PDESs). In this assignment we model the 2D heaatiop i.e. how would energy distribute on a shefethetal.
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Figure 1 The stable heat equation

1.1.2. Considerations on the parallel version

The technique that we use to simulate the temperatevelopment in the cube is called Successiva-Reaxation,
SOR. SOR is a method for solving very large systehysartial differential equations by successivpragimations. The
general idea is to approximate each element in @ix1a its neighbors until the sum of all changeishin a single
iteration converges below a given value.

do {
diff=0.0;
fori=1lton-1
for j=1ton-1{

temp = Ali]]
Ali,j] =0.2* (Afij] + Ali+1,j] + Ali-1,]] +Afi,j+1] + Ali,j-1] )
diff = diff + abs(A[i,j] —temp)

}
} whi | e (diff>epsilon)

Example 1. Sequential version of Successive Over-Relaxation

The sequential algorithm is given in Example 1.
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Figure 2 Two dimensional finite-differences method for the heat distribution problem
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This algorithm may appear hard to parallelize a$ ealculation depends on two previous results fileensame iteration,
namely A[i-1, j] and A[i, j-1]. One solution is tmplement a diagonal wave-front calculation, buttis not efficient,

since the work available is highly unbalanced aeddent communication is required. However, theeotness of the
algorithm does not depend on the sequential oeflercted in the sequential algorithm. Each poiny i@ updated using
results from any iteration. This slows down thevargence slightly, but this is more than compermkhiethe parallelism
gained. Using results from any iteration has tleadivantage that, since this is a successive appaitimn method, the
convergence of the algorithm varies with the nundf€ZPU’s, the communication speed, and other paiens: The result
is that different configurations will return diffemt, but still correct, results.
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Figure 3 Wave-front approach to parallel two-dimensional finite differences method

Another solution, Red-Black ordering, returns idgaitresults for the same system of equations;peddent of the actual
computing environment, while at the same time mghog sufficient parallelism that real speedup ikieeed. With Red-
Black ordering, the equation system is divided giternating red and black points in a checkerbéastion. Updating a
red point depends only on black neighboring pcamid vice versa. Using this, an algorithm is deriwéere each worker-
process updates all its red points, exchange®thpaint values on its borders with the red pdimus its neighbors. Each
worker then updates its black points and repeatsxbhange with the black points.
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Figure 4 Red-Black checker-pointing for parallel SOR




1.1.3. Programming Task

This problem should be implemented using MPI, tsues correct results the supplied version shoulddoeerted to a
Red-Black checker pointing method. The code shbaldun on from one through 32 nodes. The cube dhmimodeled
as a 500x500 grid.

The report should identify the various choices tiate been made as well as individual techniquegshidis been applied
to improve performance. And the impact of each khba documented. In addition the scalability ofiyomplementation
should be discussed and the achieved performance siiould be discussed.

1.1.4. Real World Relevance
Widely used in scientific applications
»  Weather forecasting

* Ocean current simulation
» Climate modeling



