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Abstract. We study temporal aspects of authorship attribution - a task
which aims to distinguish automatically between texts written by dif-
ferent authors by measuring textual features. This task is important in
a number of areas, including plagiarism detection in secondary educa-
tion, which we study in this work. As the academic abilities of students
evolve during their studies, so does their writing style. These changes
in writing style form a type of temporal context, which we study for
the authorship attribution process by focussing on the students’ more
recent writing samples. Experiments with real world data from Danish
secondary school students show 84% prediction accuracy when using all
available material and 71.9% prediction accuracy when using only the
five most recent writing samples from each student.

This type of authorship attribution with only few recent writing samples
is significantly faster than conventional approaches using the complete
writings of all authors. As such, it can be integrated into working in-
teractive plagiarism detection systems for secondary education, which
assist teachers by flagging automatically incoming student work that
deviates significantly from the student’s previous work, even during sce-
narios requiring fast response and heavy data processing, like the period
of national examinations.

Keywords: Authorship attribution, secondary education, automatic clas-
sification

1 Introduction

Given various documents written by different authors, authorship attribution is
an automatic classification task that aims to identify which documents are writ-
ten by the same author. Attributing authors to text is an important task, with
applications to email forensics for cybercrime [7], literature [22], or education [1],
for instance. An example of the latter, which we study here, is the application
of authorship attribution for plagiarism detection in secondary education. In-
creasingly more secondary education institutes (roughly corresponding to ages
fourteen to eighteen in most countries, e.g., high schools) use digital learning
software to manage the submission, grading, feedback and assessment of stu-
dents. Tasks and processes traditionally carried out manually by teachers are
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increasingly now automated in order to assist teachers. One of those tasks is
the flagging of student work on the grounds of plagiarism, usually done by the
student copying another student’s work or material found in books or online. Au-
thorship attribution methods are commonly used in digital learning management
systems to detect student submissions whose writing style seems to depart from
the student’s previous work. These systems build and continuously update an
authorial fingerprint for each student, based on all his incoming writings; when
a newly submitted document deviates notably from the author’s fingerprint, the
system alerts the teacher.

There are two main challenges associated with the task of authorship at-
tribution in the domain of plagiarism detection for secondary education. First,
the writing style of students often evolves rapidly during their formative years
at school, especially when students with poorer writing skills make an effort to
improve their writing. This means that what a student writes at the age of four-
teen may not be a good indicator of his writing style by the age of seventeen.
To deal with this, authorship attribution systems require special adjustment to
the course-specific intended learning objectives and expected progress of the stu-
dents. Practically, most digital learning systems lack this, and manual inspection
by the teachers is required. The second challenge is that very often, the amount
of text stored in each student’s profile is limited, with the resulting data scarcity
having a notable impact upon classification accuracy. This data scarcity is due to
the fact that, even if a digital learning system logs data on thousands of students
over many years, the writings of each student are unique, and can only consist
of the total number of course-specific assignments, projects and exams written
by that student. For instance, in our study, even though we have access to the
writings of >100,000 students (see Section 3.1), each student produces per year
on average 4.2 documents of approximately 6700 characters each, per course.
For a 3-year education, this means that the data available for classification is on
average only 12 documents (approximately 80,400 characters) per student.

The above challenges motivate this work. Even though it is generally agreed
that the more data available for classification, the higher the accuracy (or the
lower the error of the estimate) [14], we set out to examine whether adequate clas-
sification accuracy can be expected with fewer more recent data, in the domain
of authorship attribution for secondary education students. To our knowledge,
there is not much empirical material on this aspect of authorship attribution for
this domain.

In the rest of this paper, related work is overviewed in Section 2; our study
design, including data, is presented in Section 3; the findings are discussed in
Section 4; conclusions and future research are outlined in Section 5.

2 Related Work

Historical and temporal aspects have long been recognised as an important con-
textual feature in information retrieval (IR). While they are mostly ignored
in test collection-based ad hoc IR research, studies in interactive IR often in-
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clude temporal aspects. For instance, Kumpulainen and Jarvelin [12] carried out
longitudinal studies of molecular medicine researchers in work tasks involving
diagnosis, prevention and treatment of various diseases. They found time to be a
central contextual feature for recording and understanding the complexity of the
between-systems interaction, and also an important factor in proposing solutions
for optimising information access. More broadly, the concept of time in infor-
mation interaction has consistently been mentioned as an element that needs
to be considered both theoretically and practically, see for instance Ingwersen
and Jérvelin [6] for a discussion of time in relation to most major interactive
IR components. Temporal context is further emphasised in Ingwersen (2008),
where a separate historical context dimension is added to a stratified model of
context types forming part of an integrated research framework for interactive
IR [5]. Historical context in this case means the history of all participating ac-
tors’ experiences. Ingwersen notes that the historic context operates across this
stratification of contexts and that all interactive IR processes and activities are
influenced by this form of temporal context (page 7 in [5]).

In this study we focus on the temporal context of authors, i.e. of the student
writing, which we believe affects their writing behaviour. We examine this con-
text for classification, not retrieval, and specifically for authorship attribution.
Several authorship attribution methods have been presented. A somewhat out-
dated review of authorship attribution methods can be found in Juola [8]; see
Koppel et al. [9], Savoy [15,16], and Stamatatos [21] for more recent overviews
(in the last five years). Generally, authorship attribution methods are typically
assessed on comparative predefined (TREC3-style) datasets. Among the best
performing methods of such evaluations are support vector machines (SVMs),
which are reported to reach a classification accuracy approximating 91% on spe-
cific tasks and datasets [8]. A performance-boosting technique sometimes used
with SVMs is the combination of two feature sets, a primary consisting of so-
called "unstable’ words (i.e. words that can easily be replaced by a synonym),
and a secondary, consisting of the k most frequent words in the training data. If
the primary feature set does not result in accurate predictions, the secondary is
used. An interesting comparison of some of the main features used for author-
ship attribution can be found in Savoy [17]. Note that in Savoy [17], document
frequency appears most discriminative for authorship attribution in the domain
of sports journalism. Overall, function words (i.e. stopwords) are one of the more
robust and more discriminative features [8].

Alternative competitive approaches to SVMs for authorship attribution are
(i) Latent Dirichlet Allocation (LDA), e.g. the recent LDA extension that in-
cludes author-aware topic models [18]; and (ii) the data compressor-based ap-
proach of de Oliveira et al. combined with the Normalized Compression Distance
(NCD) document similarity metric [2], which is reported to outperform SVMs
on certain datasets.

Most authorship attribution research focuses on few authors with a large
amount of written material [19]. This scenario, apart from not being always

3 Text Retrieval Evaluation Conference, see http://trec.nist.gov
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realistic as for instance in our case (see the discussion in Section 1), also risks
overestimating the importance of the features extracted from the training data
that are found to be discriminative for these small sets of authors [13]. In our
work this situation is almost reversed, as the task requires us to look at many
authors with small amounts of written material available. This scenario of a large
number of authors with often very little text for each author has been referred
to as authorship attribution in the wild [9] or authorship verification [13], and is
known to be particularly challenging.

Another difference of our work to previous research is the focus on secondary
education students, which might make for less predictable sources of writing
styles than established authors. The reason for this assumption is two-fold: on
one hand, students change both with regards to personality and writing style
during their formative years in school; on the other hand, secondary school stu-
dents are less trained at writing than adult or professional writers. These two
reasons make authorship attribution in this domain rather challenging, and mo-
tivate us to look into the effect of using more recent writing samples from the
students for classification.

3 Study Design

Our study aims to examine the practical feasibility of using limited and re-
cent writing samples from students for authorship attribution in the domain
of plagiarism detection for secondary schools. We next describe our data and
methodology.

3.1 Student data

Our data is supplied by MaCom®, a company specialising in providing ERP (En-
terprise Resource Planning) systems to secondary schools in Denmark. Specif-
ically the data comes from Lektio, a system for managing digital student sub-
missions, which is used by 9/10 secondary schools in Denmark. We were given
access to a database of >100.000 students, which consisted of anonymised stu-
dent IDs and associated data submitted by each student (e.g. the text of their
assignment, feedback, project, exam) and related meta-data (e.g. dates, grades,
courses followed). From this database, we extracted randomly the profiles of 30
students, using these filters: (i) duplicate removal, and (ii) student performance
and study duration. We describe these filters next.

Filter 1: Removal of duplicate documents. Initial discussions with MaCom
revealed their experience that student profiles may sometimes contain the same
document twice, with no or minor modifications. Such cases of (near-)duplicate
documents risk compromising the accuracy of authorship attribution methods
by over-emphasising the discriminative power of certain features artificially, for

4 http://www.macom.dk
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instance. Therefore, we decided to detect and remove identical documents from
the dataset. To this aim, we calculated the linguistic cross-entropy between all
documents, and then empirically found the cross-entropy score which seemed to
separate identical documents from similar documents. We explain this next.

Entropy can be used as a measure of information content or randomness in a
stream of symbols [20]. Given a communication channel M, which emits messages
mi, ma, ..., My, each with probability p1, po, ..., pn, the most efficient encoding of
stream M, i.e. the shortest encoding where all messages are distinguishable, is
obtained when the length of the binary encoding of m; is equal to —loga(p;).
Based on this, the entropy H of M is the number of bits needed to make a
unique encoding of each message when the shortest encoding is used:

H(M) = (~loga(p:)) X pi (1)

K2

In practice the distribution of the messages might not be known and is therefore
estimated from samples. From the above definition of entropy, we can see that
the entropy depends on both the encoding length logs(p;) and the frequency of
the message p;. This gives rise to the definition of cross-entropy:

H(M) = 3 (~loga(q.)) * ps (2)
K3

where ¢ is an estimated distribution and p is a stochastic model of the communi-
cation channel. Following [3], computing the cross-entropy of two documents is
based on counting the match length of a string representing a series of messages,
within a database (also a string) representing a sample of messages from the
source M. More formally, the match length L of a string S with length |S|, in
the database D with length |D| is defined as:

L=maz{l:0<1<|8],S¢ " =D/} (3)

for some j: 1 —1<j+1—1<|D[. The match length is found for all indices of
S. Letting L denote the average match length for all indices of S, it is possible
to estimate the cross-entropy (H) as:

H: lOg2£|D|) (4)
L
Formally, some assumptions are violated by computing cross-entropy on our
data: first, the events in the stochastic process, e.g. the communication channel
M or in our case the documents written by secondary school students, are not
uniform i.i.d. (independent and identically distributed); and second, because stu-
dent writing evolves with time, the stochastic process is not a stationary, ergodic
source with finite memory. Despite these violations of Equation 4, we assume
that cross-entropy can still give meaningful results for duplicate detection.
After computing cross-entropy, we ranked all documents in ascending order
according to their cross-entropy score. The first 70 results were manually in-
spected and in all of them only two seemed to be plagiarised. The remaining
could be categorised into the following cases:
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1. Documents belonging to group work, where each group member submits a
copy of the same document.

2. Duplicate upload, i.e. the same document is uploaded by the same student
within a few seconds interval.

3. Documents with teacher comments, as part of the teacher’s feedback to the
student.

4. Resubmission of almost identical documents by the same student with a
interval of a few weeks, for example as part of a student portfolio.

We manually inspected this data and defined as duplicate documents to be
removed those documents that (i) belonged to a pair of documents written by
the same author, and (ii) were the oldest in a document pair with a cross-entropy
score lower than 1. We applied this decision to remove such assumed duplicates
automatically from the whole dataset.

Filter 2: Student performance and study duration. To ensure no bias
in favour or against high/low-performing students, we randomly selected fifteen
low-grade students and fifteen high-grade students. Specifically, the low-grade
students have a grade point average of 3.72 in the Danish grading scale (see
Table 1 for equivalences to the 100% grading scale) and the high-grade students
have a grade point average of 11.02. The individual grade point averages of the
30 students in our dataset are displayed in Table 3.

The writings of each student cover all three last years of their secondary
school education (corresponding to ages fifteen to eighteen), and specifically
from August 2009 to May 2012, evenly distributed. This selection (and duplicate
removal) resulted in a dataset of 405 documents in total for 30 students, as
shown in Table 2. We assume that this dataset reflects the general distribution
of writing that high-grade and low-grade students produce for those years of
their secondary education.

Table 1. The Danish 7-point grading scale and its approximate correspondence to the
100% grading scale. The Danish grades are fixed to these 7 points, i.e. no decimals are
allowed. The decimals reported in this paper are due to averaging the grades of several
students.

7-point scale|100% scale|grade explanation
12 100-90 excellent

10 89-80 very good
7 79-70 good
4 69-60 fair

02 59-50 adequate
0 49-40 inadequate

-3 39-0| unacceptable
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Table 2. Number of documents (docs) and their average character length in our dataset
after duplicate removal.

high-grade student docs|219 (av. length: 6817 char.)
low-grade student docs |186 (av. length: 4656 char.)
total docs 405 (av. length: 5825 char.)

3.2 Classification with Support Vector Machines (SVMs)

We use machine learning, and specifically SVMs to attribute authors to the
documents in our dataset. SVMs are binary classifiers; classification is done by
treating the training data instances as points in a n dimensional space and then
finding a hyperplane separating the two classes. Since our classification task is
multi-class, i.e. there are more than two candidate authors, our classification
problem has to be reformulated as a binary classification task. This is typically
done using an one-against-all method, where a separate classification problem
is formulated for each author: for each student-author s, a dataset is generated
where the documents by s are labelled 1 and all other documents are labelled -1.
For each of the authors, a separate test set, training set and a separate model is
then generated.

We use two different SVM set-ups, one with a linear kernel and one with a
Gaussian kernel. Selecting the most appropriate kernel depends heavily on the
problem at hand. A refined and informed selection of kernels for our task is
outside the focus of this study. We use the Gaussian kernel because it is a com-
mon first choice for SVM classification [4], as it makes it possible to separate
non-linearly separable data, while requiring only two hyper-parameters (param-
eters set by the user). It also has fewer numerical difficulties than other kernel
functions, for example kernel values are always between 0 and 1 [4]. When the
number of features is very large, the more simple linear kernel often performs
better [4], which is why we also use it.

Next we present the features used by the SVMs and our training - testing
approach.

Feature selection. SVMs use a feature vector to represent each data instance.
A data instance is in this case a student document. The feature vector consists of
[ real numbers representing properties of the document. The authorial fingerprint
of each student consists of all the feature vectors generated from his documents.

Our representation of each document consists of character n-grams extracted
from the documents authored by each student. Character n-grams are a known
discriminative feature in plagiarism detection [11]. Specifically, we do not use
all the character n-grams extracted per document, but only the most common
character n-grams as recorded in language (explained below). Practically this
corresponds to looking at how often and in which context the student uses the
most frequent words in language (stopwords). The use of stopword statistics
in this way has been found to be a strong discriminative feature in authorship
attribution [17].
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We mine the most frequent character n-grams in the Danish language from
korpusDK?®, which is a collection of written Danish text (22,013,995 words in
1,287,300 sentences) representing the language used in Denmark around 2000.
KorpusDK is maintained by the Danish Society of Language and Literature®.
We extract all character n-grams, for n=3 (which is one of the default n values
of n-grams used for classification [17]), and rank them by their frequency in
korpusDK. We then match the character n-grams extracted from our dataset to
those extracted from korpusDK, and only keep for a document those n-grams
that are among the top k& most frequent n-grams in Danish. The value of k is
decided in a small experiment described in Section 4 (under Vector length).

Cross-fold validation We use a leave-one-out method with 5-fold cross-validation,
which is a well-known experimental method aiming to reduce overfitting and
strengthen the reliability of our findings. We use a stratified selection to ensure
that each class is equally represented in each of the five folds. The grade point av-
erage of each student of the stratified selection of the five folds is shown in Table
3. Each of the five folds in turn is used as a test set, while the remaining four are
used as a training set. Since SVMs are binary classifiers it is necessary to do the
classification as one-against-all. This means that when doing cross-validation, a
separate pair of test and training data are generated for each student. In a test
and training dataset for a student s, all documents by s have class +1 and all
other documents have class -1.

To assess the effect of the student’s temporal context upon classification,
we modify the leave-one-out method, so that the training set (i) consists of
documents older than the test document, and (ii) incorporates a window that
controls the number of documents from each student. For a window of size w,
the training set consists of w documents from each student; these documents are
sorted chronologically from the most to the least recent. I.e. w=1 corresponds
to the most recent document, after the test document.

Table 3. Grade point average of each of the six students included in each of the five
folds used in cross-fold validation.

Fold Grade point average

3.2, 3.6, 3.9, 10.8, 11.0, 11.1
3.3, 3.6, 4.1, 10.8, 11.0, 11.2
3.3, 3.8, 4.1, 10.8, 11.0, 11.2
3.3, 3.9, 4.1, 10.8, 11.1, 11.2
3.4,3.9,4.3,10.9, 11.1, 11.6

U W N =

Finally, we scale the training data values between 1 and -1, and then perform
grid search for best parameters on the training set using 5-fold cross-validation

® http://ordnet.dk/
5 http://dsl.dk
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on the training data (details in Section 3.3). The performance of our authorship
attribution predictions is evaluated based on the total accuracy for all five folds:

()

correct[s] + correct[$]
[s]

Accuracy(S) = 100 x 26; total[s] + total[§]

where S is the set of students, correct[s] is the number of correctly classified
documents as belonging to s (true positives), correct[§] is the number of docu-
ments correctly classified as not belonging to s (true negatives), total[s| is the
total number of documents by s, and total[$] is the total number of documents
made by other students than s.

3.3 Technical implementation details

The cross-entropy tests are made using a custom implementation of the cross-
entropy estimation technique presented in Farach et al. [3]. The implementation
is made in C# compiled with Mono version 2.10.8.1. For classification we use the
LIBSVM library version 3.16 [4] (the library is written in C, so we have written
a C# wrapper). The code for creating test and training datasets and executing
the experiments has also been written in C#. The selection of parameters for
the SVMs has been done using a grid search program supplied by LIBSVM.
The program has been configured to search C- values in the interval -5 to 15 in
steps of 2 and 7-values have been searched in the interval 3 to -15 in steps of
-2. Results, student data, korpusDK n-grams and authorial-fingerprints for the
SVM and cross-entropy experiments have been saved in a SQLite” database, and
analysed using scripts written in Python 2.7.

4 Findings

Before we present the findings of the experiments on the impact of temporal
context upon authorship attribution for secondary education students, we report
two initial mini experiments aiming to guide our decisions regarding (a) vector
length and (b) data pre-processing.

4.1 Initial experiments

Vector length. This initial mini experiment aims to guide our decision of vector
length, i.e. how many of the top most common character n-grams we should
use to build the vectors. As we rank character n-grams by their frequency in
Danish, the top k n-grams correspond to the most common words in language®.
Using, for instance, the top 500 most common n-grams roughly corresponds to
using mainly stopwords. We wish to use a number of n-grams that contains

7 http://www.sqlite.org/
8 To be precise, as these are character n-grams, not word n-grams, they correspond
to character substrings extracted from the most common words.
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both common words in language (because they are discriminative for different
writing styles) but also common content-bearing non-stopwords (because they
are discriminative with respect to the topic of each document). This mixture of
common words and content words can be seen as a combination of primary and
secondary feature sets, albeit not sequentially as mentioned in Section 2.

To decide the value of k£ n-grams we will use, we vary the number of n-
grams between 1 - 4000, using both the linear and Gaussian kernel on default
settings and without pre-processing our data. Figure 1 shows the resulting av-
erage accuracy per student. We see that the accuracy tends to follow a whale
curve. Performance seems to peak at around 1000 - 1500 n-grams and tippers off
slowly. Overall the linear kernel performs better than the Gaussian. The accu-
racy values are overall lower than reported later because we use default settings.
On the basis of this small experiment, we decide to use n-grams at ranks (i)
1000, and (ii) 500-1500. The former choice emphasises the discriminative power
of stopwords, while the latter emphasises the discriminative power of document-
specific keywords.

Pre-processing. While certain pre-processing steps, like stemming or case-
collapsing, may benefit IR, it is not always clear whether they also benefit
classification. Especially for authorship attribution, quite often the capitalisa-
tion style or preference for certain morphological variants (e.g. participles over
prepositional phrases) can be a matter of personal writing style, and hence a
discriminative feature in classification. To our knowledge, no study verifying or
refuting this has been published for the Danish language, the morphology of
which is relatively simple. To get an approximate idea of whether we should
pre-process our data or not, we conduct a small classification experiment on one
of the five folds of the data (i.e. on a sample of 6 out of 30 students), chosen
randomly, using a linear kernel on default settings and the top k& =1000 most
common n-grams as features.

Table 4 displays the classification accuracy with and without pre-processing
(lower-casing, whitespace removal, stemming). We see that, for that fold, no
pre-processing yields the best overall performance, slightly outperforming the
combination of stemming and lower-casing. Even though this result is reported
for only one fold and on default settings, we still consider it as a useful, ap-
proximate indication that the performance of our approach will not be greatly
compromised by the lack of pre-processing. For the rest of our study, we use no
pre-processing.

4.2 Authorship attribution with recent temporal context

We conduct experiments on the whole dataset (30 students) with both the linear
and Gaussian kernel, using five-fold cross-validation as described in Section 3.2.
For brevity we report only measurements on the linear kernel - the Gaussian
kernel yields comparable findings (with overall lower accuracy). Our feature vec-
tor consists of the top (i) 1000 and (ii) 500-1500 character n-grams. Figures 2 &
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Fig. 1. The x axis shows the number of most common character n-grams used for
classification. The y axis shows the respective accuracy. Classification is done with a
Gaussian kernel (top) and a linear kernel (bottom).
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Table 4. Average classification accuracy for each preprocessing type. The experiments
are done on one of the five data folds, using a linear kernel and the top & =1000 most
common n-grams.

pre-processing accuracy
none 40.3
lower-case 38.3
no whitespace 35.0
lower-case + no whitespace 35.0
stemming + low-case 40.2
stemming + low-case + no whitespace 37.3
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3 present the classification results when using the top 1000 and 500-1500 most
common n-grams, respectively. Each bar represents the accuracy averaged for
all documents for all students. The number of documents tested falls for each
bar going from 1 to 18, since at bar x, a document by student s is only tested
if there are at least x older documents by s to put in the training set. As x
increases, the number of documents which fulfil this condition falls.

100

80

60

Accuracy

40

20

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Fig. 2. The x axis shows the average number of documents used for classification per
student. The y axis shows the corresponding classification accuracy. The average is
taken over all 5 folds. Classification uses the linear kernel and n-grams 0-1000.

100 r T T T T T T T T T T T T T T T T T

80|
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Accuracy

40
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Fig. 3. The x axis shows the average number of documents used for classification per
student. The y axis shows the corresponding classification accuracy. The average is
taken over all 5 folds. Classification uses the linear kernel and n-grams 500-1500.

Temporal context. We see that using the top 1000 most common n-grams
yields better overall accuracy than using the top 500-1500 n-grams. This agrees
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with the fact that the use of very common words can be a discriminative feature
of personal writing style, as discussed in Section 2. We can report that this fact
is also valid for Danish secondary school students.

We also see that using more documents seems to overall improve accuracy.
Using, for instance, the 16 newest documents per student yields an accuracy of
84%. Accuracy drops as the number of documents per student is reduced to the
most recent, however, interestingly, the drop is not prohibitive: using only the
five most recent documents of a student yields an accuracy of 71.9%. Practically
this implies that the plagiarism detection system alerts the teacher for cases of
potential plagiarism with an error roughly in three out of ten cases. When using
all sixteen student documents for classification, not only the five most recent,
the respective error rate is two out of ten cases. The change in error rate is
not detrimental. Futhermore, the use of fewer recent documents yields notable
computational gains, which are important in real-life implementations of such
methods - this point is discussed next (under Computational considerations).

Overall, even though classification improves with larger document window
sizes, it is interesting to see that adequately good predictions can be achieved
with relatively few recent documents representing each student. This is also seen
in Figures 4 and 5, which show that folds 0, 1 and 4 seem to contain either global
or local maxima at around 4-8 documents per student (three out of five data
folds correspond roughly to 18 out of 30 students). The line in these figures
shows the number of documents tested. The number drops for each bar going
from 1 to 18 as discussed above (i.e. because a document is only tested if there
are at least x older documents by the same student to put in the training set.)

Note that the above results may be affected by the difference in writing
style between high- and low-grade students. As can be seen in Figures 6 and
7, prediction quality varies a lot between high-grade and low-grade students.
The reason for this might be that high-grade students have a more consistent
writing style, but also that they produce more text per document (see Table 2).
More text per document means more data per student, which tends to generally
improve prediction quality.

Computational considerations. Using the five most recent documents of a
student for authorship attribution cuts down computation time notably, com-
pared to using all his documents. Specifically, the SVM execution with a linear
kernel and using the five most recent documents per student on the full dataset
requires a total 72.7 seconds for model creation and prediction (on a Intel Core
i7-3520M CPU with two 2.90GHz processors and multi-threading). The creation
and classification was parallelised yielding almost 100% CPU utilisation. In to-
tal, 375 tests were done, meaning an approximated average CPU time of 72.7
x 4 / 375 = 0.78 seconds to test one document against the other 30. The time
is multiplied by four because of the dual cores and the multi-threading, which
might be an overestimation. In comparison, using all documents per student
(16 documents per student on average), implies testing 1 document against 96
others, and required 68.4 seconds. Only 51 tests were done when using all 16
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Fig. 4. Classification accuracy (y axis) versus number of documents used for classifi-
cation (x axis) per fold. The documents on the x axis are sorted chronologically from
the most recent at position 0 to the least recent at position 18 or lower (not all stu-
dents have the exact same amount of documents in their profile). The line indicates
the number of documents tested. The top 1000 most common n-grams are used for
classification.
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Fig. 5. Same as in Figure 4, but here only the top 500-1500 most common n-grams are
used for classification.
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Fig. 6. Same as in Figure 4, but here only for high-grade students (15 out of 30 stu-
dents).
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Fig. 7. Same as in Figure 4, but here only for low-grade students (15 out of 30 students).
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documents, resulting in an average time per test of 68.4 x 4 / 51 = 5.4 seconds.
With 16 documents, the amount of training 51 test data increased by 320%, but
the computation time increased by 692%. The exact computational complexity
of the LIBSVM SVM version is not known, but it is according to Hsu et al. [4]
not linear, as the results above also indicate.

Practically the above indicates that using fewer, more recent documents for
authorship attribution, as opposed to the full student profile, might be a feasi-
ble and computationally attractive alternative, especially for scenarios requiring
quick response and increased computations. One such occasion is the final sec-
ondary school written exams, where a very large number of authors (in the range
of thousands) submit documents at the same time, teachers have a significantly
increased workload with a relatively quick deadline for submitting their assess-
ments, and the online submission handling system needs to respond efficiently.

The above computational considerations imply that, with our current setup,
using all the data in the Lectio database (>100,000 student profiles) is too
computationally demanding. One way of addressing this is inspired by recent
work by Koppel et al. [10], who propose using so-called data subset impostors,
instead of testing against a possibly very large data set. Such methods would
potentially reduce the amount of data needed to make accurate predictions, with
considerable impact upon the usability of this type of classification for real-
life systems. Taking for example the final written Danish exam for secondary
school students, we reason as follows: in 2012 140,960 students were enrolled at
a Danish secondary school”; assuming that students are evenly distributed across
the three years of study, roughly 47,000 students will attend the final written
Danish exam at the same time. Using the execution time found above, and using
the five most recent documents per student, the total CPU time needed would
be W = 10.2 hours (using our limited computational resources!). Since
each test is completely independent of the others, the wall-clock time should be
linearly reducible with the amount of CPUs used.

5 Conclusions

We looked at the problem of authorship attribution in the domain of plagiarism
detection for secondary education, as part of digital learning systems that han-
dle student - teacher interaction, e.g. in the form of assignments, examinations,
projects, feedback, and so on. We focussed on temporal context of the students,
i.e. how their change in writing style during the last three years of their sec-
ondary education may impact the accuracy of authorship attribution systems.
We used real-life data provided by the largest digital learning platform providers
in Denmark, MaCom, and sampled 30 student profiles of both high-grade and
low-grade students. While using all the documents in a student profile yielded a
classification accuracy of 84%, interestingly, reducing the number of documents
used to the five most recent yielded a classification accuracy of 71.9%. This drop

9 http://www.statistikbanken.dk/
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in accuracy is not detrimental, given that (i) these systems aim to assist teachers,
not replace them in their decisions, hence manual checks by teachers are always
applied; (ii) the computational gains brought in by using fewer recent docu-
ments per student are significant and practically mean that the corresponding
systems can handle data-intensive cross-country examinations more efficiently.
This consideration is not to be ignored: for instance, in Denmark, in 2011, the
system handling all secondary education end-of-year examinations failed, with
dire practical consequences to the teachers’ workload but also the wider societal
trust!0.

There are several caveats to this study that could improve in the future. For
instance, improvements to the classification accuracy reported in this work can
come from: (1) varying the order of n-grams to generate the SVM feature vec-
tors; (2) experimenting with a more even distribution of student grades, instead
of the extremity of the grading scale analysed in this work; (3) using a linear as
opposed to general purpose SVM classifier, since the linear SVM seems to per-
form best and since classifiers only doing linear classification exist and are much
faster [4]; (4) making predictions on smaller document segments, as opposed to
whole documents, aiming to identify for instance plagiarised quotations. Identi-
fying and removing quotations could possibly generate more accurate authorial
fingerprints; (5) experimenting with a bigger variety of feature sets (e.g. based
on term frequencies) and also applying them in a cascaded fashion (first the pri-
mary, then the secondary) as described in Section 2. Furthermore, the problem
of skewness of the classes when doing SVM classification might be avoided by
changing from a one-against-all approach used here, to a one-against-one ap-
proach. Practically this means that each student is tested against all the other
students in turn. If the student document is classified correctly in all tests, then
it is marked as the student’s own work. Finally, it worth looking into modelling
the student’s personal progression in writing style. When generating an authorial
fingerprint from one document, it might be the case that the specific document
deviates a bit from the general writing pattern of the student. Removing these
fluctuations or enhancing a general pattern could be useful. If the feature vector
of the SVM is viewed as a signal, methods from signal processing might be used
for improving prediction quality, for example amplifying or smoothing of the
feature vector.
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