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Abstract

Registration is the process of aligning a set of images and is considered a funda-
mental task in computer vision and medical image analysis. For medical appli-
cations where tissue is involved, registration requires a deformable transforma-
tion. The deformation implies more parameters to solve, and the optimization
is computationally expensive. More efficient and high-performing deformable
registration algorithms will benefit many applications such as image-guided
radiotherapy and surgery.

This thesis aims to improve deformable image registration (DIR) perfor-
mance and achieve real-time operation for tumor tracking in Cine-MRIs. We
explore the state-of-the-art of DIR to select a strategy that accomplishes high
performance. We choose to enhance intensity-based DIR algorithms with a
variational (gradient-based) approach. The reasons are generalization capa-
bilities, accuracy, and data availability. The research path to implement and
validate our strategy is as follows. First, we explore how accurate intensity-
based algorithms are with low contrast organs such as the liver. Next, we
design a high-performance image registration library. Then, we obtained a
fast algorithm with the lowest reported time in literature to solve DIR in real-
time. Finally, we applied the DIR algorithm to tumor tracking in the context
of image-guided radiotherapy.

A proper evaluation of a tumor tracking application requires considerable
ground truth data. Therefore we design a novel Cine-MRI simulator that
creates video sequences with the underlined delineation of the organ and the
tumor. Furthermore, we use treatment Cine-MRIs with manual delineations.
After the data preparation, we evaluate deformable image registration and
other tracking algorithms with multiple organs. We find that DIR is more
accurate in tracking organs compared to tumors. As a consequence of a
multiple-organ strategy, we propose and validate how well the tracking al-
gorithms replicate novel gating control signals for image-guided radiotherapy.

Finally, we made a comprehensive study on tumor tracking with nine algo-
rithms to find the best solution. We include liver and lung patients from sim-
ulation and treatment data with the most challenging conditions. We propose
a novel tracking method that combines template matching with deformable
image registration. This algorithm was among the best-performing algorithms
overall for tumor tracking. In summary, we find that the best algorithms per-
form close to interobserver variability and we prove that tracking tumors on
lung and liver patients offers similar accuracy. All the code generated during
the development of this thesis is publicly available.
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Resumé

Registrering er processen med at justere et sæt billeder og betragtes som
en grundlæggende opgave i computersyn og medicinsk billedanalyse. Til
medicinske anvendelser, hvor væv er involveret, kræver registrering en de-
formerbar transformation. Deformationen indebærer flere parametre at løse,
og optimeringen er beregningsmæssigt dyr. Mere effektive og højtydende de-
formerbare registreringsalgoritmer vil gavne mange applikationer s̊asom billed-
styret str̊alebehandling og kirurgi.

Denne afhandling har til form̊al at forbedre ydeevnen for deformerbar
billedregistrering (DIR) og opn̊a realtidsdrift til tumorsporing i Cine-MRI’er.
Vi udforsker DIR’s state-of-the-art for at vælge en strategi, der opn̊ar høj
ydeevne. Vi vælger at forbedre intensitetsbaserede DIR-algoritmer med en
variationsbaseret (gradientbaseret) tilgang. Årsagerne er generaliseringsmu-
ligheder, nøjagtighed og datatilgængelighed. Forskningsvejen til at imple-
mentere og validere vores strategi er som følger. Først undersøger vi, hvor
nøjagtige intensitetsbaserede algoritmer er med organer med lav kontrast,
s̊asom leveren. Dernæst designer vi et højtydende billedregistreringsbibliotek.
Derefter opn̊aede vi en hurtig algoritme med den laveste rapporterede tid i
litteraturen til at løse DIR i realtid. Endelig anvendte vi DIR-algoritmen til
tumorsporing i forbindelse med billedstyret str̊alebehandling.

En korrekt evaluering af en tumorsporingsapplikation kræver betydelige
sandhedsdata. Derfor designer vi en ny Cine-MRI simulator, der skaber
videosekvenser med den understregede afgrænsning af organet og tumoren.
Ydermere anvender vi behandling Cine-MRI med manuelle afgrænsninger.
Efter dataforberedelsen evaluerer vi deformerbar billedregistrering og andre
sporingsalgoritmer med flere organer. Vi finder, at DIR er mere nøjagtig til
at spore organer sammenlignet med tumorer. Som en konsekvens af en fleror-
ganstrategi foresl̊ar og validerer vi, hvor godt sporingsalgoritmerne replikerer
nye gating-kontrolsignaler til billedstyret str̊alebehandling.

Til sidst lavede vi en omfattende undersøgelse af tumorsporing med ni al-
goritmer for at finde den bedste løsning. Vi inkluderer lever- og lungepatienter
fra simulerings- og behandlingsdata med de mest udfordrende tilstande. Vi
foresl̊ar en ny sporingsmetode, der kombinerer skabelonmatchning med de-
formerbar billedregistrering. Denne algoritme var blandt de bedst ydende
algoritmer generelt til tumorsporing. Sammenfattende finder vi, at de bed-
ste algoritmer fungerer tæt p̊a interobservatørvariabilitet, og vi beviser, at
sporing af tumorer p̊a lunge- og leverpatienter tilbyder lignende nøjagtighed.
Al den kode, der genereres under udviklingen af dette speciale, er offentligt
tilgængelig.
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Chapter 1

Introduction

This thesis deals with high-performance deformable image registration algo-
rithms applied to real-time tumor tracking. The context of the application is
image-guided radiotherapy. Therefore, we provide some background regarding
the anatomy, the problem, and the related work.

1.1 Anatomy and Respiratory Motion

This thesis includes medical images of the liver and lungs in the radiother-
apy context. Hence, we provide a short description of the anatomy involved.
Figure 1.1 display the anatomy of the thorax and the abdomen. The or-
gans in the thorax are the lungs a the heart. The ribs surround the thorax
and can be modeled as a rigid object while the lungs and the heart move
and deform due to respiratory motion and heart beating. The organs in the
abdomen are the liver, the stomach, the spleen, the gallbladder, and the pan-
creas. These abdominal organs also deform during breathing. The respiratory
motion represents the main concern for acquisition, planning, and treatment
in radiotherapy when the target locations are in the thorax or the abdomen.

The acquisition of liver or lungs images requires to consider respiratory
motion. Respiratory motion ranges between 5 to 20 mm with average cycle of
4 seconds. The breathing cycle has two settling periods at end-inspiration and
end-expiration. The end-expiration tends to be more stable for longer peri-
ods [Keall et al., 2006]. Furhtermore, respiratory motion cause a pattern with
hysteresis for tumors in the lungs [Seppenwoolde et al., 2002]. The AAPM gen-
erated guidelines for respiratory motion management in radiotherapy [Keall
et al., 2006]. The recommended constraint of real-time tumor tracking within
organs affected by respiratory motion is 0.5 s (2 fps) [Keall et al., 2006]. The
algorithms presented here aim for lower computational times than the typi-
cal acquisition time of 250 ms (4 fps) of commercial MR-linacs [Olsen et al.,
2015,Raaymakers et al., 2017].

1
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Figure 1.1: Abdominal organs anatomy (Image source: https://en.

wikipedia.org/wiki/File:Abdominal_Organs_Anatomy.png).

1.2 Problem

Improving deformable image registration performance is beneficial for mul-
tiple areas in the medical field, such as diagnosis and prognosis of tumors,
orthopedics, radiotherapy, surgeries, and microbiology. Some applications re-
quire short times or even real-time execution to align the images. This thesis
aims to reduce the computational time of deformable image registration and
demonstrate the benefits of a real-time registration solution for tumor tracking
in Cine-MRIs. Therefore, we provide a formal description of the registration
and tumor tracking problems.

Registration: Having a fixed image I0(x) and a moving image I1(x) find
the spatial transformation ϕ(x) between them.

Tumor tracking: Having a reference image I0(x) with a defined tumor
structure S(x), find the new tumor location in an input image Ii(x) within a
real-time constraint (4 fps).

The two problems are closely related in terms of formulation. However,
the complexity in tumor tracking is higher due to the time constraint. In
order to solve tumor tracking with a registration algorithm, it is required to
find the transformation between the reference and each input image and then
apply this transformation to the reference tumor structure (mask) to obtain
the predicted tumor location (mask). The time constraint implies a trade-off
between accuracy and performance for registration algorithms solved with a
variational approach (gradient-based optimization). Therefore, we also seek

https://en.wikipedia.org/wiki/File:Abdominal_Organs_Anatomy.png
https://en.wikipedia.org/wiki/File:Abdominal_Organs_Anatomy.png
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to find the right balance to achieve real-time execution.

1.3 Related Work

This thesis is related to deformable image registration with high-performance
variants and its application to real-time tumor tracking. The list of DIR
methods in the literature is overwhelmingly long. Thus, we offer a survey of
medical image registration with some well-known and distinguished methods
in Chapter 2. In this section, we provide the reader an insight into high-
performance and parallel DIR algorithms in addition to some tumor tracking
algorithms that are directly comparable to our work.

For more than a decade, parallel strategies for DIR algorithms have been on
the scene. Multiple surveys of medical image registration algorithms in parallel
hardware confirm the performance gains and the parallelization capabilities
[Shams et al., 2010, Fluck et al., 2011, Eklund et al., 2013]. These authors
introduce the parallel hardware, the processing and the memory pipelines,
the considerations for each stage, and examples of efficient algorithms. We
use some of these concepts in our work.

The GPU has arisen as the popular device of choice for implementing
parallel DIR algorithms. Notorious implementation examples are [Sharp et al.,
2007,Muyan-Ozcelik et al., 2008,Samant et al., 2008,Gu et al., 2009,Oh et al.,
2011]. Regarding the platform, CUDA and OpenCL are both widely extended.
An early example and comparison of several demons algorithms on the GPU
is presented in [Gu et al., 2009]. More recent examples are [Ekström et al.,
2021] and [Brunn et al., 2021] who present a novel library that support multi-
node and memory distributed registration. We observe that none of them
have reported a real-time deformable registration application.

Tumor tracking can be solved automatically using image analysis. Some
proposed strategies for tumor tracking are based on template matching [Cervino
et al., 2011, Tryggestad et al., 2013, Shi et al., 2014, Menten et al., 2018, Fast
et al., 2017], feature detection [Paganelli et al., 2015, Mazur et al., 2016, Fast
et al., 2017], optical-flow methods [Zachiu et al., 2015, Seregni et al., 2018],
deformable image registration [Fast et al., 2017, Friedrich et al., 2021], mod-
eling based [Garau et al., 2019], segmentation with variational methods [Gou
et al., 2014], or segmentation with neural networks [Cervino et al., 2011,Yun
et al., 2015, Friedrich et al., 2021]. Current tracking systems used in clinical
practice may fail to track unexpected movements and have difficulty in track-
ing motion in the out-of-plane direction [Paganelli et al., 2018]. This leaves
significant room for improvement in tumor tracking.

Regarding the algorithms, only a few studies cover multiple algorithm
evaluations of tumor tracking [Cervino et al., 2011,Fast et al., 2017,Friedrich
et al., 2021]. The most comprehensive was [Fast et al., 2017] who compared
four algorithms. The authors found that the two best-performing algorithms
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are deformable image registration (DIR) with B-splines and multiple template
matching (MTM). Recently, [Friedrich et al., 2021] compared tumor tracking
between DIR B-splines and UNET segmentation, the latter performed better.

Both [Fast et al., 2017] and [Friedrich et al., 2021] B-splines algorithms
did not achieve real-time operation at four frames per second. In contrast, we
exhibit in this project a B-spline algorithm working at one frame per second,
and the first reported DIR algorithm to achieve real-time performance using
a demons strategy operating at eight frames per second. All the compared
algorithms by Fast et al. and Friedrich et al. use ten templates images to
work. Under normal conditions, the oncologist only delineates organs over a
single image on treatment day, and therefore we use algorithms in Chapter 7
that fulfill this condition.

Other studies have implemented DIR algorithms for tumor tracking appli-
cations in other image modalities. [Reaungamornrat et al., 2016] implemented
demons algorithms for aligning MR-CT images of the spine. The performance
is 1 min a far from real-time. Another work is [Cifor et al., 2013] that per-
formed ultrasound tumor tracking with deformable image registration. The
authors achieve a performance of 5 min per frame. Tumor tracking is exten-
sively evaluated with ultrasound images [De Luca et al., 2018]. The authors
offered four methods, CNN, KCF, Lucas-Kanade tracker, and one DIR algo-
rithm, the Log-Demons. The Log-Demons is a close proposal to our work.
However, their algorithm is featured-based and works only in a localized im-
age region (4.8 fps). In contrast, our algorithm works at a full imaging scale
and offers better performance (8.9 fps). Our template matching combined
with demons (TMDEM) algorithm presented in Chapter 7, that represent our
localized version of DIR works at 53.3 fps.

1.4 Outline of thesis

This thesis consists of chapters written as papers. The papers are to be
submitted, in review, or published. We do not modify the contents of the
papers under review or published, and the only applied changes relate to the
format to fit the thesis layout.

The overall goal of this thesis is to achieve real-time performance for de-
formable image registration. In order to prove its usefulness, we focus on the
tumor tracking problem in image-guided radiotherapy.

In Chapter 2, we present a state-of-the-art in deformable image registra-
tion. We formulate mathematically the commonly used framework in the
variational approach that includes transformation, interpolation, similarity
metrics, regularization, and optimization routine. Furthermore, we include a
description of the most successful algorithms, open-source implementations,
and publicly available datasets to evaluate DIR accuracy. Finally, we present
the considerations to parallelize registration algorithms.
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When the project started in 2018, the most successful DIR algorithms were
based on the variational approach. In contrast, the deep learning approaches
emerged with good performance times but still with accuracy drawbacks. The
factors in choosing one approach versus the other were: generalization capa-
bilities, data availability, and accuracy. We determined that there was still
potential for improvement in the variational approach, and we decided to im-
plement a real-time intensity-based DIR.

In Chapter 3, we evaluate the accuracy of intensity-based deformable image
registration with tumors in the liver. We use a dataset of 4DCT scans from
patients with fiducial markers implanted near the tumor. We exploit this
data to test registration under respiratory motion and to propose the model
used in Chapter 5. We demonstrate that intensity-based DIR is accurate in
radiotherapy (range 2− 3mm [Brock et al., 2017]) to estimate tumor motion.

In Chapter 4, we design a high performance computing registration library.
The library supports image analysis operations, filtering, and deformable
image registration on CPU and GPU. We focused on the transformation-
interpolation operation, which is highly repeated during each optimization
step in registration. Furthermore, we implemented demons and LDDMM
strategies. The demons algorithm is the only suitable for real-time operation.
As a result, the high-performance demons algorithm is proven and tested along
with Chapter 6 and 7.

In Chapter 4, we design a high performance computing registration library.
The library supports image analysis operations, filtering, and deformable
image registration on CPU and GPU. We focused on the transformation-
interpolation operation, which is highly repeated during each optimization
step in registration. Among the registration algorithms, we implemented the
demons and the large deformations diffeomorphic metric mapping (LDDMM)
strategies. The demons algorithm is the only one suitable for real-time op-
eration. As a result, the high-performance demons algorithm is proven and
tested along with Chapter 6 and 7.

In Chapter 5, we propose a patient-specific simulator of 2D Cine-MRI in
free-breathing motion. The system can generate a Cine-MRI with simulated
ground truth contours of the desired organs using pre-treatment images. The
simulator includes the out-of-plane motion because we model the 3D respi-
ratory motion. We validate that the simulation represents tumor motion in
free breathing. We demonstrate its usefulness for evaluating tumor tracking
algorithms by generating multiple Cine-MRI per patient with varying motion
amplitude and noise.

In Chapter 6, we explore tracking multiple organs on 2D Cine-MRI treat-
ment data. The data includes two liver and two lung patients with a field
of view between the thorax and the abdomen. We aim to track the liver,
the lung, and the tumor simultaneously. We compare four real-time algo-
rithms: B-splines registration, demons registration, UNET segmentation and
object tracking with a siamse region proposal network. We introduce a UNET
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algorithm for tumor tracking that is trained with a single image using aug-
mentations. Finally, we validate how the multiple-organ tracking algorithms
replicate convenient gating control signals for image-guided radiotherapy.

In Chapter 7, we compare the accuracy and performance of nine (9) track-
ing algorithms using 2D Cine-MRIs from simulation and treatment data. We
include in the comparison state-of-the-art medical imaging and computer vi-
sion algorithms. We propose a new algorithm named TMDEM that is based
on template matching for global tracking combined with demons deformable
image registration for local refinement. The results indicate that our algorithm
is among the best performing algorithms with the advantage that generalize
better compared to a UNET segmentation approach. In summary, we prove
that tracking tumors on lung and liver patients offers no statistical signifi-
cant differences regarding accuracy and that the best-performing algorithms
achieved results close to inter-observer variability for treatment data.

1.5 Contributions

The contributions of this thesis are listed below:

• IMART, a high performance library for medical image registration (Chap-
ter 4).

• First implementation of deformable image registration applied for tumor
tracking on 2D Cine-MRI at full imaging scale that fulfill the real-time
constraint of 4 fps for commercial MR-linacs (Chapter 4, 6 and 7).

• Novel pipeline for simulation of 2D Cine-MRI with the underlined de-
lineations of organ and tumors. (Chapter 5 and 7).

• First evaluation of multiple-organ tracking (Chapter 6)

• Proposed gating control signals from multiple-organ tracking useful for
image-guided radiotherapy (Chapter 6).

• Comprehensive comparative study with nine algorithms applied to tu-
mor and organ tracking under challenging conditions for liver and lung
patients (Chapter 7).

• Novel method for tumor tracking based on combined template matching
with demons deformable image registration (Chapter 7).

We publish all our code as open source:

• IMART: https://github.com/josetascon/imart.

• Cine-MRI simulator: https://github.com/josetascon/cinemri-simulation.

• Tracking Algorithms: https://github.com/josetascon/tracking-tissue.

https://github.com/josetascon/imart
https://github.com/josetascon/cinemri-simulation
https://github.com/josetascon/tracking-tissue


Chapter 2

A Survey in Deformable
Image Registration

The work presented in this chapter is an original paper written for this thesis,
that is to be submitted as: Tascón-Vidarte, J. D. (2022). A Survey in Medical
Image Registration.

7
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2.1 Abstract

Registration is the process of aligning two images into a single coordinate
space. From the medical image analysis point of view, registration is a pri-
mary task and a mature subject. Nevertheless, too many medical applications
require more accurate, faster, and automated registration algorithms. This
situation generates multiple algorithm proposals per year. Thus, we present
a modern survey of medical image analysis with a focus on deformable im-
age registration. Furthermore, we propose a unified taxonomy to classify the
registration methods. We cover the registration components such as trans-
formation, interpolation, similarity metric, regularization, and optimization.
We express the registration components in a unified mathematical framework
and include a complexity analysis. Due to a large amount of research, we
only include some distinguished registration methods. In addition, we de-
velop and summarize validation, open-source implementations, and real-time
considerations. Finally, we discuss the current research trends and prospects.

Keywords: Deformable image registration, Medical Images, Similarity
metric, Optimization

2.2 Introduction

Registration is the process of aligning a set of images into a single coordinate
space. In medical image analysis, registration is a primary task and is the
subject of several research projects every year. Figure 2.1 depicts the research
activity of medical image registration in the last twenty years. The trend is
still growing with more than three thousand outputs in the last couple of years.
From 2000 to 2010, the research focus was voxel intensity-based deformable
image registration solved with a variational approach [Oliveira and Tavares,
2014]. Later, the deep learning approaches revitalized the research in the last
five years [Haskins et al., 2020]. We will cover these topics, but a proper
definition of the registration problem is required.

A registration problem is defined formally as: Having a fixed image I0(x)
and a moving image I1(x) find the spatial transformation ϕ(x) between them.
If we consider registration as a system, the inputs are the fixed and the moving
images, and the output is the transformation. Nevertheless, since the goal of
registration is to align the images into a single coordinate space, another
desired output is the warped moving image.

The components of a registration algorithm are the transformation, the
interpolation, the similarity metric and the optimization. Figure 2.2 shows
the registration pipeline and its components.

A registration algorithm solves a cost function E with a similarity metric
EM and regularization ER components. An optimization routine will find the
transformation ϕ(x) parameters. The mathematical expression is defined as:
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Figure 2.1: Research activity on medical image registration during the last
twenty years. The publication numbers include the terms ”medical image
registration”, ”deformable image registration”, ”non-rigid registration”, ”de-
formable registration” and ”non-rigid image registration”

Figure 2.2: Medical image registration components.

arg min
ϕ(x)

E = EM(I0, I1 ◦ ϕ(x)) + α · ER(ϕ(x)) (2.1)

Where:
xj ε Ωj , Ωj ⊂ Rd, j = 0, 1

Ij : Ωj → R, ϕ(x) : Ω0 → Ω1

Although the problem statement of registration is short and straightfor-
ward, it is a complex problem to solve. According to [Hadamard, 1923] and
its definition of well-posed problems, medical image registration is an ill-posed
problem, i.e., there is no unique solution. This is because different transfor-
mations can be found as possible solutions. Furthermore, the cost function
nonlinearity and nonconvexity may produce solutions with different local min-
imums depending on the optimization method used. This is more evident for
deformable transformations that have a high number of parameters.

Deformable image registration (DIR) refers to the medical image appli-
cation where the objects in the images are non-rigid. The principle is that
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deformable objects contract, expand, or move over time. The organs are good
examples of these objects.

The desired conditions of a transformation found by a DIR algorithm are:

• Inverse Consistency: The algorithm produces a consistent solution inde-
pendent of the choice of the fixed and the moving image [Christensen and
Johnson, 2001]. This means that if the fixed image is exchanged with
the moving image, the registration algorithm will produce the inverse
transformation.

• Topology preservation: One-to-one transformation where no folding of
space occurs [Noblet et al., 2005]. This preserves structure which is
essential for the study of anatomy.

• Diffeomorphism: A differential mapping that has a differentiable in-
verse [Younes, 2010]. When a transformation is a diffeomorphism, the
smoothness of surfaces are preserved, and the coordinates are trans-
formed consistently. Therefore, a diffeomorphism implies inverse consis-
tency and inverse consistency.

These conditions are usually imposed in the cost function of the regis-
tration algorithm, primarily in the regularization. However, some transfor-
mations implicitly define these constraints [Rueckert et al., 2006]. However,
there are particular cases in medical image registration where these properties
are not desired to model singularities, such as lung sliding motion [Hua et al.,
2017] or brain tumors [Nielsen et al., 2019]. Thus, a contextual understanding
of the medical imaging problem is required to propose an adequate registration
solution.

The straightforward registration problem involves two similar images. How-
ever, for medical images, the complexity is increased due to multiple options of
image acquisition, involved subjects (patients), desired targets, and the com-
ponents in mathematical solutions. Therefore, a proper taxonomy is required
to define the universe of possibilities.

2.3 Classification of Registration Methods

We propose a taxonomy of medical image registration in Figure 2.3. Our tax-
onomy is based on Maintz and Viergever [Maintz and Viergever, 1998] and
includes the deformation models proposed by Sotiras et al. [Sotiras et al.,
2013]. We divide the context of the registration problem in two: the image
acquisition and the mathematical solution. We formulate this division be-
cause the image acquisition context is established and defined by the problem
domain conditions, while the mathematical solution side is user-specific and
selected based on a desired registration accuracy and performance.
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Figure 2.3: Medical image registration taxonomy.

The taxonomy presented by Maintz and Viergever in 1998 had an update in
2016 [Viergever et al., 2016]. The authors conclude that the classification orig-
inally proposed is still valid. Consequently, our taxonomy preserves a similar
structure to [Maintz and Viergever, 1998]. Regarding deformable image reg-
istration and the transformations models, the survey made by [Sotiras et al.,
2013] covers the work of [Holden, 2008] regarding deformable transformations.
The latter presented a classification for deformable transformations consisting
of physical models and function representations. In their review [Sotiras et al.,
2013] follow this taxonomy, and thus, we consider that classification similarly.
We will discuss and provide some specifics for each taxonomy domain below.

Image Acquisition Domain
The modality refers to the imaging device where the fixed and the moving

images were acquired. In medical imaging a wide variety of imaging devices
are used, such as: Ultrasound, X-ray, CT, PET, MR, CCD cameras, among
others. The monomodal case is when the images to register were acquired with
the same device. The multimodal case is when the images come from different
devices, for instance registration of PET-CT [Goerres et al., 2002, Mattes
et al., 2003], CBCT-CT [Zachiu et al., 2017], CT-MR [Roy et al., 2014] or
Ultrasound-MR [Mercier et al., 2012]. Modality to model refers to the case
when an image is registered to an existing 3D model (digital model). Patient to
modality refers to the registration of pre-treatment images to intra-treatment
images, although this distinction is covered by the former types.

The dimension refers to the image coordinates. The typical registration
application consist of two images of the same dimension, as 2D-2D or 3D-3D.
Other option is to register 2D to 3D images, a common example is Ultrasound
to MR. The more complex dimension involves time series where registration
is done pairwise or group-wise.
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The subject refers to the patient captured in the images. Intrasubject is
the case where the images are from the same patient. Intersubject refers to
images from difference patients. Where an atlas is a registration perform to a
image that represent multiple patients or a generalization of a patient.

The object refers to the field of view or the target that the images enclose.
Examples of different objects are: brain, head-and-neck, thorax, abdomen,
tissue, bones, extremities or specific organs (lung, liver, heart, stomach, pan-
creas, prostate, among others).

Mathematical Solution Domain
The nature of the registration refers to the algorithmic solution and the

overall strategy to find the transformation.
Feature-based algorithms require landmarks annotated in both input im-

ages. The landmarks can correspond to anatomical features or intensity fea-
tures. The cost function usually includes a euclidean distance [Modersitzki,
2004]. Extrinsic object based algorithms are feature-based registration meth-
ods with the difference that they have an external apparatus for guidance. The
registration typically required an intervention to locate the extrinsic object,
and therefore, these kinds of methods are in decline [Viergever et al., 2016].

Voxel intensity-based is the most popular choice to solve deformable im-
age registration. The cost functions incorporate similarity metrics that only
consider the intensity values of the input images [Oliveira and Tavares, 2014].
These methods are solved with a gradient-based optimizer and thus, represent
a variational approach.

Segmentation-based algorithms are required to identify specific objects or
organs in the images as a first step. Then, the segmented structures are
typically used to improve algorithm convergence and fit boundaries.

Finite element models registration algorithms are a hybrid between segmentation-
based and intensity-based. The method defines a pipeline that requires or-
gan segmentation, surface mesh conversion, boundary conditions, manual
parametrization of material properties, and then the finite element analy-
sis [Brock et al., 2005].

Deep learning approaches are relatively new on the stage. These al-
gorithms are based on Convolutional Neuronal Network and require large
amounts of data for training a model [Litjens et al., 2017]. One issue that
may arise is the lack of generalization of the algorithm, and several proposals
aim to augment the training dataset to improve the results [Haskins et al.,
2020].

The nature of the transformation refers to the model or function that rep-
resents the spatial displacement. This is also clasiffied as rigid and non-rigid.
The rigid is a general term that covers rigid, affine and projective [Hartley and
Zisserman, 2003]. The non-rigid is analog to deformable transformations, for
further details see 2.4. The most common transformation are displacement
vector fields, which is a dense representation of the deformation. Another com-
mon deformable transformations are Bsplines that reduce the transformation
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parameters taking advantage of interpolations to approximate the displace-
ments.

The domain of the transformation refers to the transformation coverage
within the images. A global transformation applies for every discrete point
inside the images. A local transformation split the image in subdomains or
regions and have local parameters to represent the transformation in this area.

The optimization refers to the strategy used to solve the cost function in
registration. The gradient-based methods models the cost functions as difer-
rentiable equation and try to find a global minimum. We describe gradient-
based methods in section 2.8. The gradient free methods refers to non analyt-
ical optimization algorithms such as: bayesian optimization, particle swarm
optimization, evolution strategies and genetic algorithms. The later methods
are less popular choices for solving registration.

The interaction refers to the automation degree of the registration algo-
rithm. Interactive refers to manually configured and setup algorithms. Fea-
tured based or segmentation based solutions may require some user input and
therefore are examples of interactive. The semi-automatic algorithms require
less input from the users. The automatic algorithms tend to work without
any configuration or supervision and the only input are the fixed and moving
images. The intensity-based algorithms are a typical example.

In the following sections, we cover the components of the registration al-
gorithm depicted in Figure 2.2 because they represent the fundamental theory
of any proposed method.

2.4 Transformations

The term linear transformation refers to a rigid, affine or projective model.
The linear transformations are also called the group of projective transforma-
tions [Hartley and Zisserman, 2003]. Some authors use indistintivbly the term
rigid and non-rigid transformations [Crum et al., 2004, Holden, 2008], where
rigid refers to the group of linear transformation.

A linear transformation represents a global transformation and is defined
with a matrix product and a vector addition. The matrix represent a mod-
ification (scale, shear and rotation) of the coordinates and the vector a dis-
placement. Mathematically we defined the linear transformation as:

ϕ(x) := Ax + t (2.2)

Where A is called the affine matrix and t the translation vector. This
equation represent the affine transformation. The rigid matrix R arise for
the particular case where A is an orthogonal matrix, i.e., A−1A = I. Some
authors define a similarity transformation [Hartley and Zisserman, 2003] which
encodes a rigid transformation with a scaling.
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A projective transformation comprises the matrix product and the vector
addition in a single matrix product. This originates from the use of projective
coordinates defined as:

ϕ(x) :=Hx

=

[
A t
0 1

] [
x
1

]
(2.3)

The projective transformation is a convenient expression to unify the trans-
formation in a single operation but also becomes convenient to simplify trans-
formation compositions or inverse transformation operations.

The linear transformations in 2d and 3d differ in the number of parameters.
We summarize in Table 2.1 and 2.2 the expresssions of linear transformations
in 2d and 3d respectively. Furthermore, we also describe in Table 2.1 and 2.2
the invariant properties for each transformation.

Group Matrix Simplified
form

Invariant properties

Projective
(8 dof)

h11 h12 h13

h21 h22 h23

h31 h32 h33

 [
A t
vT v

]
Concurrency, collinearity, in-
tersection (1 pt contact), tan-
gency (2 pt contact), inflec-
tions (3 pt contact), tangent
discontinuities and cross ratio.

Affine
(6 dof)

a11 a12 tx
a21 a22 ty
0 0 1

 [
A t
0 1

]
Parallelism, ratio of areas, ra-
tio of lengths on parallel lines,
linear combination of vectors.

Similarity
(4 dof)

sr11 sr12 tx
sr21 sr22 ty

0 0 1

 [
sR t
0 1

]
Ratio of lengths, angles.

Euclidean
(3 dof)

r11 r12 tx
r21 r22 ty
0 0 1

 [
R t
0 1

]
Length, area.

Table 2.1: 2D linear transformations

For deformable image registration, the typical requirements of a non-rigid
transformation are that it is smooth and invertible [Rueckert and Aljabar,
2010], i.e., that it does not lead to effects such as tearing or collapsing re-
gions to a point. Such requirements reflect the variations in anatomy where
changes in size and shape are common, but changes in topology are rare. A
flexible transformation that allows the imposition of different constraints is a
deformation vector field.
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Group Matrix Invariant properties

Projective
(15 dof)

[
A[3×3] t[3×1]

vT[1x3] v

]
[4×4]

Intersections and tangency of
surfaces in contact. Sign of
Gaussian curvature.

Affine
(12 dof)

[
A[3×3] t[3×1]

0 1

]
[4×4]

Parallelism of planes, volume ra-
tios, centroids.

Similarity
(7 dof)

[
sR[3×3] t[3×1]

0 1

]
[4×4]

Conic shapes.

Euclidean
(6 dof)

[
R[3×3] t[3×1]

0 1

]
[4×4]

Volume.

Table 2.2: 3D linear transformation.

A deformation vector field is defined as:

ϕx : ϕ(x) = x + u(x) (2.4)

Where x are the spatial coordinates (in Rd) and u(x) are the displacement
vectors.

The B-splines transformation was introduced in the computer graphics
field [Lee et al., 1996,Lee et al., 1997] and first applied in registration of med-
ical images (breast MR) [Rueckert et al., 1999]. The B-splines transformation
approximate the dense displacement u(x) of equation 7.1 as:

u(x) =
3∑
i=0

3∑
j=0

3∑
k=0

βxβyβzci,j,k (2.5)

Where c are control points that parametrize the transformation. B-splines
represent a popular choice of transformation due to the implicit regularization
given because the local approximations [Holden, 2008].

Another transformation is the thin-plate-splines that represent and alter-
native non-rigid model [Goshtasby, 2005]. The thin-plate-splines transfor-
mation has useful smoothing properties and is convenient for undersample
regions. Furthermore, it is usually used with sets of anatomical landmarks
or paired features which are typically manually located in the images. The
transformation is defined as:

u(x) = Ax + B + I
N∑
i=0

Fir
2
i log(ri) (2.6)

Where A and B are affine matrices, I is the identity matrix, Fi are the
coeficients and r2

i log(ri) is the logarithmic basis function.



16 CHAPTER 2. SURVEY

2.5 Interpolation

Interpolation is the process of estimating new data points from a set of dis-
crete values. The discrete nature of images usually requires an interpolation
operation to estimate the intensity value after a transformation. Interpolation
are also used for estimating the local displacement field for transformations
with different space coordinates or transformation defined with functional rep-
resentations (e.g. B-splines).

The interpolation operation is represented by:

I(ϕ(x)) ≡ I ◦ ϕ(x) (2.7)

The interpolation function offers intensity values outside the image grid.
For a comprehensive survey covering the theory and performance of interpo-
lation for medical image application, see [Thévenaz et al., 2000]. Multiple
methods of interpolation exist. However, the commonly used methods are
nearest-neighbor, linear, cubic, b-splines. For an overview in complexity of
these interpolation methods see [Guven et al., 2016]. Linear interpolation
is the most widely used method in practice with the right balance between
complexity and accuracy.

2.6 Similarity Metrics

The similarity metric is a mathematical and functional representation that
defines the closeness between two objects. In registration, how close the mov-
ing image resemble the fixed image. The mathematical function refers to the
EM term in Equation 7.2. Since registration solves a spatial transformation
the ideal similarity metric is a distance function of paired sample points, i.e. a
feature-based similarity. When a direct measurement of the desired optimiza-
tion is not available a surrogate measurement can be used. In registration
intensity-based similarity is a surrogate of target registration errors in metric
units.

Similarity measures are discussed and mathematically defined by several
authors [Hajnal and Hill, 2001], [Modersitzki, 2004], [Crum et al., 2004],
[Shams et al., 2010], [Fluck et al., 2011]. The authors define feature-based
and intensity-based similarity metrics. As remarked by [Crum et al., 2004],
combining geometric features and intensity-based approaches in registration
should result in more robust methods. Some authors proposed hybrid similar-
ity metrics that use organ edges and an intensity-based metric [Motegi et al.,
2019]. These methods are suitable for radiotherapy, where manual delineations
of the organ are available during treatment planning.

The feature-based similarity metric, also called Feature Registration Error
(FRE), is defined as an euclidean distance of paired points:
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EM := FRE =
1

N

n∑
i=0

(x0,i − ϕ ◦ x1,i)
2 (2.8)

Where N is the total number of paired features i in the fixed x0 and moving
x1 spatial domain, respectively. The drawback of the feature-based method
is that the available features are typically not dense and cannot describe the
deformation accurately. Instead, the intensity-based approach is fully dense
because it describes the entire imaging space.

We discuss below intensity-based similarity metrics. Our descriptions are
based on [Hajnal and Hill, 2001] who explained the advantages and disadvan-
tages, on [Shams et al., 2010] who precise the modality scope, and on [Fluck
et al., 2011] who presented the strengths and weaknesses of intensity-based
metrics.

The Sum of Squared Differences (SSD) is one of the most common metrics
used in practice. The advantages of SSD are simplicity, fast to compute, and
suitability for sequential registrations. The disadvantages of SSD are: only
applicable to images with the same intensity profiles (e.g., mono-modality)
and limited to Gaussian noise. The SSD metric is defined as:

EM := SSD =
1

N

n∑
xεΩ0

(I0(x)− I1 ◦ ϕ(x))2 (2.9)

The Sum of Absolute Differences (SAD) has similar advantages to SSD
but offers a reduced impact of intensity variations compared to it. The SAD
is defined as:

EM := SAD =
1

N

n∑
xεΩ0

|I0(x)− I1 ◦ ϕ(x)| (2.10)

The Normalized Cross Correlation (NCC) is a more robust metric than
the former (SSD, SAD) because performs and handle better different noise
patterns in the image. The metric is technically restrictive to monomodality
but it has been applied when there is a linear relation of intensity values (e.g.
CBCT-CT registration [Zachiu et al., 2017], US-CT registration [Pandey et al.,
2018]). For implementation purposes some authors use the negative of nor-
malized cross correlation in order to maintain the optimizer as a minimization
(e.g. [ITK, 2021]). The NCC metric is defined as:

EM := NCC =

(
n∑

xεΩ0

(I0(x)− Ī0) · (I1 ◦ ϕ(x)− Ī1)

)2

n∑
xεΩ0

(I0(x)− Ī0)2 ·
n∑

xεΩ0

(I1 ◦ ϕ(x)− Ī1)2

(2.11)
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The presented intensity-based similarity metrics represent arithmetic oper-
ations, the SSD is based on differences and the NCC is based on multiplication.
An alternative version is the Ratio of Uniformity (RIU) that based on division.
The metric was introduced by [Woods et al., 1992] and is defined as:

EM :=RIU =

√
1
N

n∑
xεΩ0

(R(x)− R̄)2

R̄

R(x) =
I0(x)

I1 ◦ ϕ(x)

(2.12)

The intensity-based similarity problem can be seen a maximization of
shared information between the two images. This point of view comes from
the information theory perspective. In this field the most commonly used
measurement of information is the Shannon-Wiener entropy. The entropy is
defined as:

H(I) = −
∑
i

pilog(pi) (2.13)

A very successful intensity-based metric that incorporate the entropy met-
ric is Mutual Information (MI). [Mattes et al., 2001] presented the first for-
mulation of non-rigid MI for medical imaging by performing registration to
PET-CT images, and the authors latter extended this work in [Mattes et al.,
2003]. For multi-modality registration, mutual information has arise as the
standard. For further details of MI see [Pluim et al., 2003], an early survey in
mutual information algorithms.

The mutual information is defined in terms of entropy as:

EM := MI = H(I0) +H(I1 ◦ ϕ(x))−H(I0, I1 ◦ ϕ(x)) (2.14)

The development of Equation 2.14 leads to:

EM := MI =
∑
i0

∑
i1

pI0Iϕ1 (i0, i1)log
pI0Iϕ1 (i0, i1)

pI0(i0)pIϕ1 (i1)
(2.15)

MI may lead to numerical problems due to different intensity ranges. For
instance, CT scans intensity values in Hounsfield units range from negative
values to represent air to positive values to represent bone, while MR scans
range only for positive values. An improved alternative for those cases is the
normalized version of mutual information (NMI). The metric is defined as:

EM := NMI =
2 ·MI

H(I0) +H(I1 ◦ ϕ(x))
(2.16)

A factor to consider in medical images is to align the organ edges. The
edge registration is achieved with intensity-based metrics that incorporate the
image gradient. A notorious similarity metric is the Normalized Gradient
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Fields (NGF) [Haber and Modersitzki, 2006] that incorporate the gradients
that a numerically stable computation. In order to define the metric, the
stable normalized gradient is defined first as:

Gf (I) :=
∇I(x)

‖∇I(x)‖ε
, ‖∇I(x)‖ε :=

√
∇I(x)T∇I(x) + ε2 (2.17)

The NGF is then defined as:

EM := NGF =
n∑

xεΩ0

(Gf (I0(x)) ·Gf (I1 ◦ ϕ(x)))2 (2.18)

Other alternatives to incorporate gradients is to compare the gradients
with the former intensity-based such as SDD or CC. As an example, [Shams
et al., 2007] proposed an intensity-based registration using the cross-correlation
of the gradient. A more complex approach is [de Senneville et al., 2016], that
proposed a data fidelity term, a similarity metric based on a patch-based in-
tegral criterion to compare the image gradients magnitudes and orientations.
The overall goal of these alternatives is to improve the edge registration.

We summarize all the intensity-based similarity metrics and their com-
plexity in Table 2.3. We even detail the number of operations involved for
consideration in high-performance applications. Similarity metrics such as
SSD, SAD, NCC, and RIU have linear complexity while the others such as
MI, NMI, and NGF involve high order complexity.

Abbrev. Equation Operations Complexity
Reduction Arithmetic Trfm-Interpolation Total

SSD 1
N

n∑
xεΩ0

(I0(x)− I1 ◦ ϕ(x))2 n 2n 2n 5n O(n)

SAD 1
N

n∑
xεΩ0

|I0(x)− I1 ◦ ϕ(x)| n 2n 2n 5n O(n)

NCC

(
n∑

xεΩ0

(I0(x)−Ī0)·(I1◦ϕ(x)−Ī1)

)2

n∑
xεΩ0

(I0(x)−Ī0)2·
n∑

xεΩ0

(I1◦ϕ(x)−Ī1)2
5n 5n 2n 12n O(n)

RIU

√
1
N

n∑
xεΩ0

(R(x)−R̄)2

R̄
, R(x) = I0(x)

I1◦ϕ(x) 2n 3n 2n 7n O(n)

MI
∑
i0

∑
i1

pI0Iϕ1 (i0, i1)log
p
I0I

ϕ
1

(i0,i1)

pI0 (i0)p
I
ϕ
1

(i1) n2 6n 2n n2 + 8n O(n2)

NMI 2·MI
H(I0)+H(I1◦ϕ(x)) n2 + 2n 6n 2n n2 + 10n O(n2)

NGF
n∑

xεΩ0

(Gf (I0(x)) ·Gf (I1 ◦ ϕ(x)))2 n c · n+ 5n 2n c · n+ 8n O(c · n)

Table 2.3: Complexity of intensity-based similarity metrics, where n refers to
the number of voxel

2.7 Reguralization

Regularization is considered in deformable image registration to enforce in the
displacement vector field the desired properties such as topology preservation,
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symmetry, smoothness and invertible. The diffeomorphic definition collects
the latter three. The regularization refers to the mathematical function ER
in Equation 7.2.

An indicative parameter of topology preservation is the Jacobian J . The
condition detJ > 0 is equivalent to determine realizable volumetric changes
and to avoid incompressibility.

Modersitzki [Modersitzki, 2004] summarized the regularization methods
inspired on mechanical and geometrical models. The elastic, fluid and curva-
ture regularization exposed here are based on Modersitzki. Some regulariza-
tion schemes are summarized in [Werner et al., 2014].

The classic regularization (references Amit 1994, Cristensen 1994).

ER = ‖Lu(x)‖2L2 (2.19)

In elastic registration the regularization is defined as the linearized elastic
potential of the displacement P (u), such as:

ER := P (u) =

∫
Ω

µ

4

d∑
j,k=1

(∂xjuk + ∂xkuj)
2 +

λ

2
(divu)2dx (2.20)

Where λ and µ denote the Lamé constants.
In fluid registration the regularization is the elastic potential of the time

derivative of the displacement, such as:

ER := P (∂tu(x)) (2.21)

Approximations of fluid and diffussion -¿ smoothing sigmas.
LDDMM regularization

ER :=

∫ 1

0
‖vt(x)‖2V dt (2.22)

SyN regularization

ER :=

∫ 0.5

0

(
‖v1(x)‖2L + ‖v2(x)‖2L

)
dt (2.23)

2.8 Optimization

The optimizer is the iterative component of the registration algorithm that is
in charge of finding a local minimum for the cost function E (Equation 7.2).
The optimizer search for the best set of parameters in the transformation
ϕ(x). The optimization is usually solved with gradient-based methods. For
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an overview of the optimization theory, we refer to [Nocedal and Wright, 2006].
Here, we describe the most relevant gradient-based optimizer options.

The straightforward method of optimization is gradient descent. The gra-
dient complexity of the algorithms isO(k·n) with k as the number of iterations.
The optimizer has an iterative update defined as:

ϕ(x)k+1 = ϕ(x)k − λ · ∇E (2.24)

The partial differential equation (PDE) inspired method seeks to impose
a constraint in the optimization based on the regularization term. The PDE
optimizer is defined as:

ϕ(x)k+1 = ϕ(x)k − λ(I + λα∇ER) · ∇E (2.25)

The Gauss-Newton is a second-order derivative method. The Gauss-Newton
optimizer update is defined as:

ϕ(x)k+1 = ϕ(x)k − λ · (JTe Je)−1 · ∇E (2.26)

Levenberg–Marquardt algorithm is a damped least-squares method that
interpolates between the Gauss–Newton algorithm and the gradient descent
method [Moré, 1978]. This algorithm represents a more popular optimization
choice than the Gauss-Newton method because it can converge better even
with poor initialization parameters.

The Newton method include the Hessian computation in the iterative up-
date. The Newton method has a higher complexity than the earlier methods,
i.e. O(k ·n3) and each iteration is computationally demanding. The algorithm
is defined as:

ϕ(x)k+1 = ϕ(x)k − λ ·H · ∇E (2.27)

The Quasi-Newton approach computes a matrix P as an approximation
of the Hessian. Quasi-Newton methods tend to have a complexity O(k · n2)
lower than the Newton methods. The Quasi-Newton update is defined as:

ϕ(x)k+1 = ϕ(x)k − λ · P−1 · ∇E (2.28)

Mutiple Quasi-Netwon methods exist and the most popular algorithms are:
the Boyden’s algorithm, the Broyden–Fletcher–Goldfarb–Shanno (BFGS) al-
gorithm and the limited memory version L-BFGS, Davidon–Fletcher–Powell
formula (DFP) and the Symmetric Rank 1 method (SR1). For a comprehen-
sive review see [Dennis and Moré, 1977].
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2.9 Deformable Image Registration Methods

Several surveys on medical image registration and deformable image regis-
tration exist. Those surveys are a useful starting point to overview the ex-
isting methods. [Goshtasby, 2005] present linear and non-linear registration
algorithms specific for feature-based (landmarks) images. [Modersitzki, 2004]
focus on numerical methods for medical image registration, specify derivatives
of different similarity metrics, and cover landmark-based and intensity-based
registration. [Younes, 2010] defines the mathematical background for all the
methods behind deformable image registration with diffeomorphism. [Ash-
burner and Miller, 2015] provide a brief introduction to some diffeomorphic
registration algorithms with methods such as: viscous fluid registration, large
deformation diffeomorphic metric mapping and geodesic shooting. Several au-
thors report among that the most successful method are intensity-based and,
more recently, the deep learning methods. We cover those two strategies in
this section.

Voxel Intensity-Based Methods

Voxel intensity-based methods are registration algorithms that use an intensity
similarity metric and incorporate a gradient-based optimizer. This solution is
sometimes called a variational approach.

The demons algorithm was an early proposal of intensity-based DIR algo-
rithms and was introduced by Thirion [Thirion, 1998]. The algorithm treats
registration as a diffusion process similar to an optical flow approach. The
algorithm is still a subject of research activity due to its high-performance
computation. The demons algorithm can be considered as an approximation
of second-order gradient descent on the sum of squared differences (intensity
similarity metric) criterion [Pennec et al., 1999] with Gaussian regularization.
The diffusion equation is defined as:

F (∇E(ϕx)) ≡ (I0 − I1(ϕx))∇I1(ϕx)

‖∇I1(ϕx)‖2 + (I0 − I1(ϕx))2
(2.29)

The iterative process to update the transformation ϕ(x) is described as:

compute : h = F (∇E(ϕ(x)))

update : ϕ(x) = ϕ(x) + λ · h
regularize : ϕ(x) = Gσ ∗ ϕ(x)

(2.30)

The demons algorithm is one of the most developed approaches of intensity-
based DIR. There are other relevant variants of the demons algorithms. Some
examples are the fluid demons [Pennec et al., 1999], the spherical demons [Yeo
et al., 2009], the Log-demons [Vercauteren et al., 2009] , the LCC demons
[Lorenzi et al., 2013]. We develop here the fluid and the log demons.
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[Pennec et al., 1999] expose the variant of fluid demons. This proposal
applies the Gaussian regularization to the gradient update. Several implemen-
tation algorithms in [ITK, 2021] incorporate this type of regularization and
conjunction with the diffusion regularization. The fluid demons is defined as:

compute : h = Gσ ∗ F (∇E(ϕ(x)))

update : ϕ(x) = ϕ(x) + λ · h
regularize : ϕ(x) = ϕ(x)

(2.31)

The diffeomorphic demons algorithm is an extension of the original algo-
rithm with a constraint to the transformation to be diffeomorphic [Vercauteren
et al., 2009].

compute : u(x) = F (∇E(ϕx))

fluid update : u(x)← Gσf ∗ u(x)

diffeomorphic : ϕ(x)′ ← exp(u(x))

diffusion update : ϕ(x)← Gσd ∗ ϕ(x)′

(2.32)

The expression exp() refers to the intrinsic update on the Lie group of
diffeomorphisms, and G refers to a Gaussian kernel. The kernels can be applied
to the deformation update u(x) or the overall transformation ϕ(x) and behave
as an approximation of fluid or diffusion regularization, respectively.

The diffeomorphic B-splines algorithms are popular choices of DIR because
they maintain regularity due to the transformation. [Rueckert et al., 2006] of-
fered a method that use NMI as the similarity metric and incorporate a penalty
function in the optimization. [Ashburner, 2007] presented DARTEL, an algo-
rithm with a diffeomorphic B-splines transformation and the optimization is
perform with Levenberg-Marquart algorithm. [Tustison et al., 2013] expose
the implementation details of how to explicitly define the regularization in a
diffeomorphic approach. The methods is available in [ITK, 2021].

Beg et al. introduced the LDDMM algorithm [Beg et al., 2005]. The
algorithm has proven to be an effective approach to enforce the diffeomorphic
constraint while allowing for large deformations. The result is a symmetric
and accurate algorithm but computationally expensive.

The LDDMM cost function is defined as:

arg min
vt:ϕ̇t=vt(ϕt)

E(I0, I1, vt, ϕ) =
1

σ2
||I0 ◦ ϕ−1

1 − I1||2L2 +

∫ 1

0
||vt||2Ldt (2.33)

Where L = α∇+ γ is the Cauchy-Navier operator that induces regularity.
The cost function gradient is defined as:

∇E(I0, I1, vt, ϕ) = 2vt +
2

σ2
K
(
|Detϕt,1|∇J0

t (J0
t − J1

t )
)

(2.34)



24 CHAPTER 2. SURVEY

Where J0
t = I0 ◦ϕt,0, J1

t = I1 ◦ϕt,1, K(g) = (L†L)−1g is the regularization
function. The algorithm is solved with a gradient descent approach to solve the
velocity field and the deformation field is found by integration. The algorithm
steps are summarized as:

update : vt(x) = vt(x) + λh

integrate backward : vt → ϕt,1

integrate forward : vt → ϕt,0

compute : h = ∇E(I0, I1, vt, ϕ)

(2.35)

The algorithm rapidly evolved to incorporate different similarity metrics
such as CC [Avants et al., 2008] and MI [Lorenzen et al., 2006]. The LDDMM
complexity is high and its computationally demanding in terms of memory
and processing capabilities. The stationary LDDMM algorithm proposed by
[Arsigny et al., 2006] is an alternative to reduce computational complexity
while a memory efficient version is proposed by [Polzin et al., 2016]. These
algorithms represent attempts to make LDDMM available and suitable for
multiple application where the time is a constraint.

Avants et al. [Avants et al., 2008] introduce Symmetric Image Normal-
ization (SyN) a DIR algorithm. The algorithm is available with ANTs tool-
box [ANTs, 2021] and supported by ITK toolbox [ITK, 2021]. SyN algorithm
uses cross correlation as the similarity metric EM defined as:

CC(I0, I1, ϕ(x)) ≡

(
n∑

xεΩ0

(I0(x) − Ī0) · (I1 ◦ ϕ(x) − Ī1)

)2

n∑
xεΩ0

(I0(x) − Ī0)2 ·
n∑

xεΩ0

(I1 ◦ ϕ(x) − Ī1)2

(2.36)

The regularization ER is defined as the Sobolev norm of the velocity field
vt, similar to the term proposed by Beg et al. [Beg et al., 2005]. The veloc-
ity field is related to the deformation field ϕ(x) with the ordinary differential

equation dφt(x)
dt = vt(φt(x), t), with solution ϕ(x) = φ0 +

∫ 1
0 vt(φt(x))dt. In

order to address consistency and reduce computation time, SyN algorithm di-
vide the deformation field in two, such as: ϕ(x) = φ1◦φ−1

2 (x, t). Consequently,
the regularization term involves two velocity fields. The mathematical setup
is expressed as follows:

ER(ϕ(x)) =

∫ 1

0
‖vt‖2L dt =

∫ 0.5

t=0

(
‖v1(x, t)‖2L + ‖v2(x, t)‖2L

)
dt (2.37)

Where:
L = a∇+ bId, is a linear differential operator that induces regularity.

The optimization in SyN is described by the minimization of the energy
equation:

ϕ∗(x) ≡ arg min
ϕ(x)

∫ 0.5

t=0

(
‖v1(x, t)‖2L + ‖v2(x, t)‖2L

)
dt+

∫
Ω

CC(I0, I1, ϕ(x))dΩ (2.38)
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SyN algorithm is a successful algorithm that is ranked among the best
intensity-based approaches for multiple studies [Klein et al., 2009a, Murphy
et al., 2011]. Some authors still consider SyN as an state-of-the-art method.

Deep Learning Methods

The core architecture of the deep learning methods usually has a CNN encoder-
decoder setup. The pipeline is similar to the one presented in Figure 2.2 with
the difference that the CNN model is placed before the optimizer.

Litjens et al. presented an early survey on deep learning approaches for
medical image analysis [Litjens et al., 2017] and registration. They reported
the first deep learning strategies that incorporate a deep metric on registration
algorithms [Wu et al., 2013a, Simonovsky et al., 2016]. However, the first
strategies to estimate the transformation parameters were [Miao et al., 2016,
Yang et al., 2016], i.e., proper registration algorithms.

Haskins et al. offered a modern survey with medical image registra-
tion [Haskins et al., 2020]. The authors collect different architectures of deep
learning approaches. The more relevant are supervised [Yang et al., 2016,Yang
et al., 2017b], unsupervised [Zhang, 2018,Balakrishnan et al., 2019] and deep
feature-based strategies [Wu et al., 2013a,Simonovsky et al., 2016,Cheng et al.,
2018].

Some well-known frameworks of deep learning DIR algorithms are Quick-
Silver [Yang et al., 2017b], and VoxelMorph [Balakrishnan et al., 2019]. Quick-
Silver is a supervised method developed with a CNN encoder-decoder archi-
tecture. The algorithm is evaluated with registrations of Brain MRIs. Vox-
elMorph is an unsupervised method and has a CNN architecture similar to
U-Net. The authors impose a diffeomorphic transformation in their method.
The application was also the registration of Brain MRIs. These methods are
the foundations of multiple deep learning DIR algorithms and are still consid-
ered state-of-the-art.

2.10 Validation and Accuracy

Since deformable image registration is an ill-posed problem, there is no unique
solution to find the spatial transformation. Thus, the goal is to obtain a
metrical unit to validate how aligned the fixed and moving images are. The
desired direct metric is the Target Registration Error (TRE). Defined as the
euclidean distance between paired points (features or landmarks) in both input
images (fixed and moving). The TRE, also called residual euclidean distance,
is defined mathematically as:

TRE(xf ,xm) = ‖ϕ(x) ◦ xf − xm‖ (2.39)
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The TRE requires ground truth paired points in both images, which is
difficult to have in practice or manually intensive [Brock et al., 2017]. Instead
of using the TRE, indirect metrics could be used to validate registration.
However as exposed by [Rohlfing, 2011], a properly evaluated registration
algorithm has to be evaluated with features. A new way to compute TRE
is arising, consisting into automatically detect and match feature points, e.g.
[Vickress et al., 2016], [Yang et al., 2017a]. These feature mathching methods
represent an automatic solution for validation purposes even if the registration
algorithm itself was optimized for any other similarity metric.

[Crum et al., 2006] presented an overview of overlap measures for evalu-
ation and validation in medical image analysis. The authors include a set of
indirect metrics that are described below.

The Dice Similarity Coeffient (DSC) serves to quantify the overlapping of
the segmented structures. The DSC is defined as:

DSC(X,Y ) ≡ 2|X ∩ Y |
|X|+ |Y |

(2.40)

where X is a control segmentation structure and Y is the estimated structure.

A similar validation metric to DSC is the Jaccard Index (JAC). The JAC
metric is defined as:

JAC(X,Y ) =
|X ∩ Y |

|X|+ |Y | − |X ∩ Y |
(2.41)

THe DSC is widely used for specific segmentation measurement but are
also used for evaluation of registration algorithms when features are not avail-
able.

The Hausdorff distance is defined as:

dH(X,Y ) ≡ max

{
max
x∈AX

(
min
y∈BY

‖(x− y)‖
)
, max
y∈BY

(
min
x∈AX

‖(y − x)‖
)}

(2.42)

where x is a point in the contour AX related to structure X, and y is a
point in the estimated contour BY related to structure Y .

The mean contour distance is defined as:

dH(X,Y ) ≡ max

{
mean
x∈AX

(
min
y∈BY

‖(x− y)‖
)
, mean
y∈BY

(
min
x∈AX

‖(y − x)‖
)}
(2.43)

The centroid distance is useful in tracking or localization applications using
registration. The centroid distance is defined as:

dcom(X,Y ) ≡ ‖Xcom − Ycom‖ (2.44)
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where Xcom is the control structure center of mass and Ycom the estimated
structure center of mass.

Some researchers include the voxel similarity metric (see section 2.6) to
measure the registration accuracy. The use of similarity measure as metric is
discouraged and only represent an indicative measurment [Rohlfing, 2011].

The validation procedure of registration is not an straithforward task. It
requires one or multiple metrics and preferebly to include the TRE. We shortly
describe some comprehensive examples of registration validation available in
the literature. [Klein et al., 2007] evaluate different similarity metrics, mul-
tiresolution and sampling in registration. [Klein et al., 2009a] present and
evaluation of 14 deformable image registration with brain MRI images. [Mo-
gadas et al., 2018] offer a comparison of 6 open source DIR libraries. ANTs,
Elastix, VarReg, DIRART, NiftyReg, Plastimatch. The authors found that
the most accurate open-source options are the ANTs and Elastix. The men-
tioned methods are methodological examples of registration validation.

The publicly available datasets represent a powerfull asset to compare the
performance of different registration algorithms between multiple authors. We
describe below some well-known datasets.

RIRE: The Retrospective Image Registration Evaluation Project [West
et al., 1997] described in the retrospective evaluation of inter-subject brain
registration [Hellier et al., 2003] is an early multimodal dataset that contains
CT and MR images avialable at [RIRE, 2021].

DIR-LAB: [Castillo et al., 2009b] introduce a framework for evaluation
of deformable image registration spatial accuracy using large landmark point
sets. This framework is extended in [Castillo et al., 2009a] and [Castillo et al.,
2013]. The dataset is available at [dir-lab, 2021]. The dataset contains 4DCT
images of 10 patients with manually annotated landmarks between each phase.
The larger amount of paired landmarks are located between the inspiration
and the expiration phase.

POPI: This data is fully described in [Vandemeulebroucke et al., 2011].
The POPI-model is a point-validated pixel-based breathing thorax model.
Available at [POPI-model, 2021]. The dataset contains 4DCT images of 6
patients with paired landmarks similar to DIR-LAB.

BITE: Brain Images of Tumors for Evaluation database, this dataset is
described in [Mercier et al., 2012]. An MRI and Ultrasound dataset with
manually annotated landmarks. The dataset is available at [BITE, 2021].

2.11 Considerations for Real-Time
Implementations

The most promising applications for real-time medical imaging registration are
for surgery and image guided radiotherapy. In surgery field, minimal invasive
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procedures avoids the trauma and faster recovery time, this is achieved with
image guidance during surgery [Shams et al., 2010]

In radioteraphy the aid comes from usign medical images to improve the
accuracy in the radiation applied to the target tissue. Uncertainties due to
motion during radio therapy can cause underdosing the target and/or over-
dosing organs-at-risk [Caillet et al., 2017]

As remarked by [Murphy, 2004] with regards to radiotherapy, the best way
to accommodate intra-fraction tumor motion would be to dynamically shift
the dose in space so as to follow the tumor’s changing position. This is referred
as real-time tracking. A radiotherapy system able to use real-time tracking
can eliminate the need for a tumor motion margin in the dose distribution
while maintaining a 100% beam duty cycle for efficient dose delivery.

A radiotherapy tracking system requires four principles: (1) determine the
tumor position, (2) anticipate the tumor motion to allow for time delays in
realign-ment of the beam, (3) reposition the beam, and (4) adapt the dosime-
try to allow for changing tumor and critical structure configuration. Among
those four principles, medical image registration can contribute to the first
two.

Regarding algorithm parallelization, two major surveys have been present
of how to implement medical image registration. The first one by [Shams
et al., 2010] and the other one by [Fluck et al., 2011]. As remarked by [Shams
et al., 2010], the computational bottleneck of registration is not the optimiza-
tion steps but the computation of the transformation-interpolation and the
similarity metric.

The interpolation-transformation operation is inherently parallel and re-
quires matrix operations. Furthermore, they are straightforward to implement
in processing kernels. The similarity metric allows vectorization and is suit-
able to implement in parallel hardware. The operation involves and piece-wise
arithmetic and a reduction The complexity is typically O(n).

The optimizer is a gradient-based with a inherently serial dependency. The
optimization has little parallelization opportunities. One option is to compute
in parallel the partial derivatives, however the expected gain may be limited.
A more relevant feature in optimization is a multiresolution or multipyramid
framework [Thevenaz et al., 1998]. This strategy improves the convergence
time in the algorithms.

Some examples of high performance algorithms are implemented on the
GPU. The computational efficiency of the demons algorithm have promoted
its implementation in parallel architectures like the GPU. Some examples
are [Sharp et al., 2007, Muyan-Ozcelik et al., 2008, Samant et al., 2008, Gu
et al., 2009,Oh et al., 2011]. [Gu et al., 2009] expose the most comprehensive
evaluation with six (6) demons algorithms on GPU. The methods are called
passive force (PF), evolved passive force (EPF), active force (AF), double force
(DF), adjusted doble force (ADF) and inverse consistency (IC). The passive
force is the original Thirion’s proposal where the gradient of the moving image
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is computed only at start. The evolved passive force is also proposed by
[Thirion, 1998] where the fixed and moving gradients are used to compute the
update. The active force is the same passive equation but in this case the
gradient of the moving image is computed iteratively. The double force is the
summation of the passive and active force. The adjusted double force is the
inclusion of a normalization factor in the double force equation as proposed by
[Pennec et al., 1999]. Finally the inverse consistency is the algorithm proposed
by [Yang et al., 2008]. The algorithms are tested with dir-lab dataset [dir-lab,
2021]. In terms of performance the methods are faster as they were described
(i.e. PF the fastest towards IC being the slower). Computational time range
from 7 to 11 seconds of full 3D registration. In terms of accuracy the best
performing algorithms are ADF, AF, PF and EPF. The authors also suggest
that the latter four algorithms are all suitable for radiotherapy applications.

2.12 Open Source Implementations

Since medical image registration is a mature field, several open-source imple-
mentations exist. The most well-known framework is the Insight Segmentation
and Registration Toolkit (ITK). ITK is an open-source library developed in
C++ with an object-oriented design. The source code is available at [ITK,
2021]. ITK is a cross-platform system that provides developers with an ex-
tensive suite of software tools for image analysis. Regarding registration, ITK
supports multiple configurations of transformations, interpolations, similar-
ity metrics, and optimizers. Thus, ITK is a versatile tool that works as the
cornerstone for other registration frameworks.

ANTS: Advanced Normalization Tools is an ITK based toolkit exposed
in [Avants et al., 2008]. The source code is available at [ANTs, 2021]. ANTs
is based on ITK. SyN algorithm is included in ANTs and was the best overall
algorithm on a brain MRI comparison in [Klein et al., 2009a] and on lung
comparison [Murphy et al., 2011].

Elastix: A general registration toolkit presented in [Klein et al., 2010]. The
source code is available at [Elastix, 2021]. The open source software is based
on ITK, it consists of a collection of algorithms that are commonly used to
solve (medical) image registration problems. The parametrization is posible
with configuration files that are shared publicly.

NiftyReg: an open-source software for efficient medical image registration.
The source code is available at [NiftyReg, 2021].

Plastimatch: an open source software for image computation. The main fo-
cus is high-performance volumetric registration of medical images. The source
code is avialable at [Plastimatch, 2021].

CLAIRE: a novel library that support multi-node and memory distributed
registration described in [Mang et al., 2019, Brunn et al., 2021]. The source
code is avialable at [CLAIRE, 2021]
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2.13 Discussion

We presented a modern survey on medical image registration focusing on
deformable image registration. Our approach defines a common mathemati-
cal framework of registration with a novel approach that considers the algo-
rithms’ complexity. Furthermore, we discussed and detailed some well-known
intensity-based and deep learning methods. Finally, we exposed other aspects
of registration such as the validation metric, publicly available datasets, con-
sideration for high-performance implementations, and open-source implemen-
tations. The result is a comprehensive registration study for medical imaging
that works as a theoretical background.



Chapter 3

Registration Accuracy with
Liver

The work presented in this chapter is based on a paper that is to be submitted
as: Tascón-Vidarte, J. D., Stick, L. B., Josipovic, M., Risum, S., Jomier, J.,
Erleben, K., Vogelius, I. R., & Darkner, S. (2021). Accuracy and consistency
of deformable image registration in 4DCT for tumor motion estimation in liver
radiotherapy planning.
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3.1 Abstract

We investigate the accuracy of deformable image registration for tumor lo-
calization in liver stereotactic body radiotherapy (SBRT). We included eight
patients, recieving SBRT for liver metastases within a retrospective clinical
study. Each patient had three fiducial markers implanted. 4DCT images
were used to capture breathing motion. The liver and the tumor were de-
lineated in the midventilation phase, their positions in the other phases were
estimated with deformable image registration. Referenced and sequential reg-
istrations were tested. The accuracy of registration was evaluated with the
fiducial markers as gold standard. The registration errors related to measured
versus estimated fiducial markers showed a mean value less than 1.6mm. Po-
sitions of some fiducial markers appeared not stable on the 4DCT through out
the respiratory phases. Markers’ center of mass tends to be a more reliable
measurement. Distance errors of tumor location based on registration versus
markers center of mass were less than 2mm. There were no statistically sig-
nificant differences between the reference and the sequential registration, i.e.
consistency and errors were of comparable magnitude to resolution error. We
demonstrated that deformable image registration is accurate up to resolution
level for locating the tumor in the liver during breathing motion.

3.2 Introduction

Stereotactic body radiotherapy (SBRT) is one of the treatment modalities
used for managing tumors in the liver [Aitken and Hawkins, 2015]. The SBRT
delivery is, however, affected by the respiratory motion of the target [Worm
et al., 2013], resulting in potential underdosing of the target and/or over-
dosing to organs-at-risk [Romero et al., 2009, Swaminath et al., 2015, Caillet
et al., 2017]. Different methods such as breath-hold, shallow breathing, and
abdominal compression have been proposed to control or reduce the effect of
the breathing motion [Høyer et al., 2012, Dhont et al., 2020]. Nonetheless,
breathing motion has to be accounted for during planning and treatment.

The feasibility of using deformable image registration (DIR) to estimate
breathing motion and tumor positions in the liver has been demonstrated
[Brock et al., 2006], aiding the evaluation of the positional uncertainties in
both target and risk organs, induced by the respiration [Mogadas et al., 2018].
Although DIR has been increasingly used in radiotherapy [Rosenman et al.,
1998,Brock et al., 2017], its accuracy is difficult to quantify and is considered
as a non-trivial task [Murphy et al., 2011]. This difficulty is caused by the
lack of ground truth data. Several DIR algorithms have been developed,
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but they have been mostly evaluated on images from the thorax [Murphy
et al., 2011] which have manually annotated landmarks [Castillo et al., 2009b,
Vandemeulebroucke et al., 2011]. In contrast, the accuracy in low contrast
organs (abdominal area) has only been studied sparsely [Mogadas et al., 2018].

Liver tumors are often not visible without admission of intravenous con-
trast on either CT or cone-beam CT (CBCT) [Beddar et al., 2008, Bertholet
et al., 2016]. Therefore gold fiducial markers can be implanted in the tumor
vicinity [Wunderink et al., 2010] and used as a surrogate of the tumor position
during SBRT [Seppenwoolde et al., 2011]. Image guidance with fiducial mark-
ers is reported as a more accurate method compared to image guidance with
the liver contour or diaphragm position [Shimohigashi et al., 2017]. Therefore,
we use fiducial markers to evaluate tumor registration accuracy in our study.

Regarding the DIR algorithms on the liver, the finite element model-based
DIR proposed by Brock et al. [Brock et al., 2005] is the only algorithm to be
extensively evaluated in CT with low contrast organs [Brock et al., 2006,Velec
et al., 2012,Velec et al., 2017]. The MIDRAS study [Brock et al., 2010] com-
pared several algorithms for the abdomen and the liver with only one 4DCT
scan. Finite element model-based DIR methods seem to perform slightly bet-
ter than intensity-based algorithms for the liver. The drawback is that one
patient is not representative of the general performance of the algorithms.
Furthermore, the intensity-based methods here only included demons [Ver-
cauteren et al., 2009] and B-splines [Rueckert et al., 2006, Rietzel and Chen,
2006] algorithms and not the modern large diffeomorphic metric mapping algo-
rithms [Beg et al., 2005,Avants et al., 2008]. An advantage of intensity-based
DIR is that it computes registration without prior information or prepro-
cessing. In contrast to the finite element model-based DIR that requires or-
gan segmentation, surface mesh conversion, boundary conditions, and manual
parametrization of material properties [Brock et al., 2005]. We consider that a
modern intensity-based algorithm requires a proper evaluation of registration
accuracy for liver radiotherapy due to its implicit automation capabilities.

In this paper, we aim to demonstrate that the use of intensity-based DIR
is accurate in estimating the position of liver tumors in low contrast images.
We applied DIR to respiratory correlated 4DCT and used implanted fiducial
markers as a surrogate of tumor locations.

3.3 Materials and Methods

Patients

This study was based on data from eight patients treated with SBRT for
metastases in the liver at Rigshospitalet (Copenhagen, Denmark) between
March 2018 and September 2019. The patients were selected from an ethical
committee approved study (approval nr. H-17033786) that investigates liver
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SBRT in breath-hold. See details on patient selection in Appendix A. Patient
Selection.

Image acquisition

Respiratory correlated 4DCT with intravenous contrast injection was per-
formed for all patients on a SOMATOM Definition AS scanner (Siemens
Healthineers, Germany). 4DCT image data were phase-sorted into ten phase
bins throughout a respiratory cycle based on an external respiratory signal
monitored with Real-Time Position Management (RPM, Varian Medical Sys-
tems, Palo Alto, CA). The slice separation in each phase of the 4DCT was
2mm. The image resolution in each slice was 512× 512 pixels and a pixel size
of 0.98× 0.98 mm.

In addition, MR scans in deep inspiration breath-hold without visual guid-
ance were performed for all patients to achieve better visualization of the tu-
mor. The MR images (T1 VIBE with iv contrast, T1 FL2D, T2 HASTE,
TrueFISP) were adquired in a 1.5T SIEMENS MAGNETOM Avanto scanner
(Siemens Healthineers, Germany).

Delineations

The mid-ventilation phase of the 4DCT was determined based on fiducial
marker (tumor) motion for each patient and used for treatment planning
[Wolthaus et al., 2006]. Further details of treatment are out of the scope
of the paper. The mid-ventilation phase was rigidly registered (in 6D) with
the MR scan focusing on the tumor area to guide delineation of the tumor.
The Gross Tumor Volume (GTV) was delineated on mid-ventilation phase by
a senior radiologist and approved by a senior oncologist. Risk organs, includ-
ing the liver, were also delineated. Fig 3.1 shows the mid-ventilation phase
for patient 2.

Fiducial markers

Three fiducial markers were implanted percutaneously near the tumor in each
patient using ultrasound guidance. The fiducial markers were placed within
one week prior to the imaging for treatment planning. Goldlock fiducial mark-
ers (cylinder with star-shaped cross-section, 1 x 3 mm, Beampoint AB, Swe-
den) were implanted in the first five patients and Gold Anchor fiducial markers
(cylinder with multiple cut-outs, 0.4 x 10 mm, Naslund Medical AB, Sweden)
were implanted in the latter three patients.

The centroid position of each fiducial marker was calculated automatically
in each phase and chosen as its ground truth locations. The automatic pro-
cedure consisted of three steps. First, a threshold of 500 Hounsfield units was
applied to the images. Second, the fiducial markers were delineated in the



3.3. MATERIALS AND METHODS 35

Figure 3.1: A single CT image of the 4DCT with organ delineations. The
image corresponds to mid-ventilation phase of patient 2. Delineations of
liver (translucent brown), gross tumor volume (red) and fiducial markers (ma-
genta). The fiducial markers were implanted near the tumor. The delineated
volumes were used to compute the centroids of the liver, the gross tumor vol-
ume (GTV) and the fiducial markers

axial plane in all 4DCT phases. Third, the delineations were used to create
a volume of the fiducial marker and then the centroid is computed. The ac-
curacy of this method was compared to the manual method for locating the
center of the fiducial markers [Beddar et al., 2007]. The comparison was made
with all 4DCT phases of a single patient and the values were approximately
the same (differences < 0.1mm). The uncertainty of the fiducial markers
centroids were expected to be greater in the SI plane due to the 2 mm slice
separation.

The fiducial markers center of mass (COM) are calculated for each patient
as the average position of the three fiducial markers. From here, we will refer
to this measurement simply as markers COM, while ’fiducial markers’ refer to
the (individual) positions of the markers centroids.

Registration Algorithm

The publicly available Symmetric Image Normalization algorithm (SyN) [Avants
et al., 2008] was used as the image registration algorithm, being one of the
best publicly available algorithms for DIR [Mogadas et al., 2018]. Briefly, the
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SyN algorithm uses Cross Correlation (CC) as similarity metric and the L2
norm of the velocity field as regularization. The transformation or displace-
ment field is then computed by integration of the differential equation that
relates velocity with displacement. The mathematical details are exposed in
Appendix B. Registration Algorithm.

In this work, the DIR was computed in two ways, depicted in Fig 3.2. The
first method used a single image as reference and the remaining images were
subsequently registered to this reference image. The reference image was cho-
sen as the 50% phase of the 4DCT which approximately corresponded to the
end of expiration. The second method registered all the images sequentially.
For the sake of simplicity, we will refer to the methods as reference and sequen-
tial registration through out this manuscript. We compared the registration
errors of the two methods in order to investigate if sequential registration
introduces a drift error due to composition of the estimated deformations.

The liver and GTV delineations were propagated to the other phases of the
4DCT with the DIR algorithm. The appropriated transformation was chosen
as the lowest number of composition of deformations from the mid-ventilation
phase to the other phases. After DIR, a volume was created in each phase
for each patient to compute the center of mass (COM) of the tumor and
the liver. From here, we will refer to this positions as liver COM and GTV
COM. This methodology is referred as segmentation based on DIR or contour
propagration [Hardcastle et al., 2013]. The accuracy of this estimation is
therefore related to the DIR error.

Figure 3.2: 4DCT scan with a representation of reference and sequential reg-
istration. Delineations of the liver and gross tumor volume (GTV) are propa-
gated from mid-ventilation phase to the other phases. The 50% phase corre-
sponds (approximately) to end expiration and chosen as the reference image.

The DIR algorithm is voxel intensity-based. In this scenario, the fiducial
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markers became a problematic surrogate for registration, since they create
high intensity values around their location [Brook et al., 2012]. In order
to overcome this, image inpainting was applied to remove the high intensity
voxels.

Image Inpainting

The image inpainting was performed with the algorithm proposed by Telea
et. al. [Telea, 2004]. For extended details of the inpainting see Appendix C.
Inpainting. After all the 4DCT images are inpainted, the DIR algorithm is
applied to all the patients. Only the reference registration approach is used
here. The measured fiducial markers coordinates are still used for computing
the registration errors. The registration of the inpainted images was compared
to the registration without the inpainting. In case of similar results we could
conclude that the registration was not driven by the high intensities of the
fiducial markers.

Distance Metrics

The fiducial markers were used as the direct measurement to evaluate the
accuracy of image registration. Two distance metrics were used: the first one
for DIR evaluation and the second one to verify the relative distance variations
of markers, tumor and liver. Fig 3.3 presents all the points used to compute
the distance metrics.

The first metric was the registration error calculated as the euclidean dis-
tance between the ground truth positions of the fiducial markers and the es-
timated positions of the fiducial markers. The ground truth coordinate was a
point xf,j , where the subscripts f and j refer to the particular fiducial marker
and the image phase respectively. The transformation found by registration
ϕj was applied to the fiducial markers in the reference phase xf,ref, producing
the estimated fiducial markers x̂f,j = ϕj ◦ xf,ref. The metric is defined as:

rerror ≡

∥∥∥∥∥∥∥xf,j − ϕj ◦ xf,ref︸ ︷︷ ︸
x̂f,j

∥∥∥∥∥∥∥ (3.1)

The registration errors are calculated for the reference and sequential reg-
istration algorithms, as well as for images registered with and without inpaint-
ing. The statistical tool used to compared the data is the Kolmogorov-Smirnov
test [Massey Jr, 1951].

The second metric was the relative distance variation. In this case, the dis-
tance between two points was compared to check if the distance was the same
across the phases. The metric was calculated between the fiducial markers,
between the GTV COM and the fiducial markers, between the GTV COM
and the markers COM, and between the GTV COM and the liver COM. As
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Figure 3.3: Landmarks used to compute registration and distance metrics.
Center of mass (COM) are calculated for fiducial markers, gross tumor volume
(GTV) and liver. GTV and liver volumes are estimated in all phases via
contour propagation based on DIR from the mid-ventilation phase. Estimated
fiducial markers’ positions are computed with the transformation ϕ found by
registration. The registration error (rerror) from Eq (3.1) is illustrated here as
the euclidean distance of estimated fiducial markers’ position versus measured
fiducial markers’ position.

an example, the relative distance of the fiducial marker 1 and fiducial marker
2 is presented here, as:

d ≡ ‖(xf2,j − xf1,j)‖ − ‖(xf2,ref − xf1,ref)‖ (3.2)

3.4 Results

Breathing motion

Table 5.1 summarizes breathing motion characteristics of the patients. The
average displacement of the fiducial markers between expiration and inspira-
tion for all the patients was µ = 7.9 mm with a standard deviation of σ = 2.9
mm. The fiducial markers distances to the GTV COM ranged from 17 to 55
mm, with mean value µ = 32 mm and standard deviation of σ = 10 mm.

The sequential registration was used to estimate volume variations in the
liver and the GTV calculated on every phase. The baseline volume measured
in mid-ventilation phase is shown in Table 5.1. The patients in this study had
a liver volume coefficient of variation (CV) of 6.5% in average and a maximum
of 12.5% (patient 5). The GTV coefficient of variation (CV) was on average
1.0% and a maximum of 2.4% (patient 4). The registration indicated that
compressibility in general was low for the liver, and was higher for the liver
tissue compared to the tumor tissue.



3.4. RESULTS 39

Table 3.1: Summary of patients information.

Patient 1 2 3 4 5 6 7 8

Tumor location (geometric) I-A-L S-A-R S-P-R S-P-L I-P-R S-A-L S-P-L I-P-L
Breathing cycle (mean) [s] 2.8 3.5 3.0 4.1 5.8 4.0 5.3 3.3

Tumor displacement [mm] LR 1.2 0.9 3.6 2.5 2.5 1.3 0.4 0.8
AP 1.3 0.6 3.4 0.5 3.3 1.8 2.3 2.9
SI 5.1 7.8 10.2 6.3 12.6 3.7 8.2 7.9
3D 5.4 7.9 11.2 6.7 13.3 4.0 8.5 8.3

Distance GTV COM to [mm] Marker 1 20.6 19.0 30.8 43.5 33.8 49.0 25.0 30.8
Marker 2 29.5 24.0 41.1 41.5 28.3 33.1 21.1 25.7
Marker 3 17.9 41.6 18.0 44.6 54.9 31.5 36.9 40.8
Marker COM 22.3 40.3 26.6 32.2 26.1 18.1 38.7 29.9

Distance between markers [mm] Marker 1 - 2 12.0 15.9 14.1 30.4 25.3 19.6 23.3 21.3
Marker 2 - 3 16.6 29.5 21.6 35.7 20.1 15.2 17.3 31.7
Marker 3 - 1 29.2 58.9 31.8 14.2 41.9 40.8 19 43.7

GTV [cm3] Mid-ventilation 7.6 29.0 29.3 11.6 2.4 4.0 4.5 64.8
Mean 7.4 29.7 28.8 11.4 2.5 4.2 4.4 65.4
CV [%] 0.5 1.2 1.7 2.4 0.1 0.4 0.9 1.0

Liver volume [cm3] Mid-ventilation 1904 2324 1343 1458 912 2156 1744 1596
Mean 1908 2321 1343 1458 903 2172 1722 1594
CV [%] 7.6 1.4 3.7 5.1 12.5 10.1 10.7 3.5

Table notes: Tumor location is the geometric octant of where the tumor is
with regards to the liver COM. The abbreviations used correspond to
Superior-Inferior, Anterior-Posterior and Left-Right. Breathing cycle time
was determined from the external respiratory signal, acquired during the
4DCT scan. Tumor displacements are computed using the markers COM as
surrogate of the tumor. Distance of GTV COM to fiducial markers and
between markers are measured in the mid-ventilation phase. GTV and liver
volumes are estimated for every phase based on DIR. COM = center of
mass, CV = coefficient of variation.

Accuracy and Consistency of Registration

We tested the registration algorithm with end expiration and end inspiration
phases (the 50% phase and 0% phase were used for all patients) where the
maximum displacement occurs. The algorithm was parametrized to achieve
convergence in this scenario. For further details see Appendix D. Registration
Parametrization. The average time of the DIR algorithm was 170.5 minutes
(per registration), running in a workstation with two processors Intel Xeon
Silver 4110 (8 cores, 16 threads each cpu).

We tested the registration errors (Eq (3.1)) in all patients and all markers
per phase. The registration errors of the estimated fiducial markers versus
measured fiducial markers had a maximum mean value of 1.4mm for the ref-
erenced registration and 1.6mm for the sequential registration, see Fig 3.4a
and 3.4b. The corresponding median values were up to 1.2mm and 1.4mm
respectively. An increased mean and standard deviation was noted for the
images further away of the reference phase for both reference and sequential
registration. There were no statistically significant differences per phase re-
lated to the registration method. See more details in Appendix E. Statistical
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Results.

The maximum registration errors were 5.3mm and 3.7mm for the refer-
enced registration and the sequential registration respectively. More details
are presented in Appendix F. Registration Errors per Patient. The registra-
tion errors always have at least one fiducial marker with an error lower than
2mm for each patient.

The inpainted images were tested only for the referenced registration case
with the registration error metric and we found no statistically significant
differences compared to the original images, see Fig 3.4c and Appendix E.
Statistical Results.

As we observed with the registration errors that the average maximum
obtained was equivalent or lower than the resolution in the axial slices. Since
the reference and the sequential registration did not produce statistically sig-
nificant differences this indicates a consistency in the registration method to
accurately align the images.

(a) (b)

(c)

Figure 3.4: Distance metric (Eq (3.1)) of fiducial markers for all the patients
computed with the reference (left) and the sequential registration (right). End
expiration was chosen as reference of measurements, i.e. 50% phase. Top fig-
ures: 3.4a and 3.4b show the distance between the estimated and the measured
fiducial markers in all phases for all patients. The estimated fiducial markers
are the transformed markers from the reference phase to the corresponding
4DCT phase using the transformation found with registration. Bottom fig-
ure: 3.4c depicts the registration errors for the inpainted images. Only the
reference registration approach is tested for the inpainted images.
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Distance variations of Markers, GTV and Liver

Fig 3.5 shows the distance variations of markers, GTV and liver for each
patient. The corresponding distances were computed similar to Eq (3.2). For
reference values see Table 5.1. Fig 3.5a depicts the euclidean distance between
the markers for each phase. The distance between markers varied up to 6 mm.

(a)

(b)

(c)

Figure 3.5: Comparisons of markers distance stability. The distances within
each phase are measured relatively to the base distance measured at refer-
ence phase (50% phase). The top panel 3.5a shows the distance between
the markers. For some patients the marker to marker distance differ in the
breathing cycle up to 6mm. This clearly demonstrates that individual mark-
ers are problematic surrogates of the tumor in the liver. Middle panel 3.5b
shows the distance between the GTV COM and each fiducial marker. Some
of the markers change their distance with the tumor up to 4mm. Bottom
panel 3.5c depicts the relative distance of the GTV COM with the liver COM.
GTV COM and liver COM are estimated with deformable image registration.
Errors are up to 1.2mm.

Fig 3.5b presents the relative distance variations of GTV COM and fiducial
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markers per patient. Since the GTV COM is estimated with registration, this
particular metric is related to the registration error. It can be seen that when a
high distance variation between fiducial markers occur, it corresponds to a high
variation of GTV COM and fiducial markers, and therefore, a high registration
error. This is also observed in Fig 3.9 of Appendix F. Registration Errors per
Patient. This pattern is noticed for patient 3, 6 and 7. As an example, if we
analyze fiducial marker 3 of patient 6 at 0% phase, the GTV COM to fiducial
marker distance is close to 4mm. This error is justified in Fig 3.5a where there
are distance variations of fiducial marker 3 with the other markers. We could
confirm an uncertainty in the measurement of fiducial marker 3. Individual
analysis could be made for the others fiducial markers. In order to avoid
individual fiducial marker errors the markers COM is recommended.

For patient 8 a high registration error of marker 1 in phase 90% is related
to the position of the marker close to the edge of the liver. For this case,
image qualitative verification is a valid tool of assessment, as suggested in the
AAPM TG-132 report on image registration [Brock et al., 2017].

Fig 3.5c shows the relative distance variations between GTV COM and
markers COM, and between GTV COM and liver COM. The GTV COM -
liver COM relative distance variation was computed with registration. GTV
COM to markers COM distance variations were up to 2mm. Assuming that
the real position of the GTV was followed by the marker COM the accuracy
of registration was as good as the resolution of the image. GTV COM to liver
COM distance errors were lower than 1.2mm. Both COMs were computed
from registration and they followed the same motion pattern.

3.5 Discussion

We have demonstrated that the application of a publicly available SyN de-
formable image registration algorithm on a specific dataset, acquired for liver
SBRT was suitable for liver and GTV localization. We investigated the accu-
racy of estimated versus measured fiducial markers’ positions and shown that
the mean error was less than 1.6mm. This suggested that intensity-based DIR
is accurate for liver radiotherapy (< 2− 3mm [Brock et al., 2017]).

We found no statistically significant differences between registering the
images sequentially or to a reference. These results are in accordance to the
results found by Boldea et. al. for lungs [Boldea et al., 2008]. In contrast
to rigid motion problems where a drift is presented to sequentially registered
images [Schonberger and Frahm, 2016], we found that DIR errors in liver
4DCT scans were of smaller magnitude than resolution errors.

It could be argued that the high intensity artifacts created by the fiducial
markers influenced the convergence and accuracy of the registration algorithm.
In order to investigate this hypothesis, we performed a test with the same
algorithm on the same images where inpainting was applied to remove the
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fiducial markers. Only the reference registration is tested. No statistically
significant difference was found from the results obtained using the original
images (without inpainting). This also suggest that the DIR is driven by the
whole abdomen (liver) intensities values.

We expose the other capabilities of DIR applied to the liver. These are the
estimation of liver and tumor volumes in the breathing cycle. The liver tissue
is not highly compressible, but some deformation is expected [Marchesseau
et al., 2017]. Another capability is contour propagation. Contour propagation
with DIR have been evaluated before for lung and head and neck tumors [Hard-
castle et al., 2013]. To the best of our knowledge, this is the first time that is
evaluated for the liver. Although, this is not validated with overlapping met-
rics, the visual quality and the registration errors suggested succesful results.

We always evaluated the registration accuracy with features or points, i.e.
fiducial markers. Other metrics such as image similarity or volume overlapping
are less recommended in DIR [Rohlfing, 2011]. The registration errors always
had at least one fiducial marker with an error lower than 2mm for each patient.
Some of the maximum values in registration errors could be seen as outliers,
and may be due to uncertainties in the measurement of individual fiducial
markers.

Analysis of the individual results of each patient in Fig 3.5 revealed that the
errors came from the fiducial markers positions that seemed unstable between
the respiratory phases. These variations could be related to two factors, mea-
suring errors or liver compression/deformation. These relatively high values
demonstrated that a single fiducial marker cannot be a reliable surrogate for
tumor positioning. One explanation of a measuring error could be related to an
artefact, induced during 4DCT reconstruction due to an unstable respiratory
pattern [Keall et al., 2006]. The other reason is that compression/deformation
inherently change the distance between markers. This behavior may induce
errors in the routine location of the tumor inside the liver which is dependent
on the markers. We propose then the use of a more consistent reference for
locating the GTV COM with the liver COM computed with registration. This
reference shows a maximum relative error of 1.2 mm inter-phases. Therefore,
the approach taken here could reduce potential errors.

Compared to some of the previous studies related to fiducial markers in
liver radiotherapy [Beddar et al., 2007, Wunderink et al., 2008, Wunderink
et al., 2010, Seppenwoolde et al., 2011, Park et al., 2012, Worm et al., 2016],
to the best of the author’s knowledge, this is the first study reporting varia-
tions in marker to marker distances between phases. This factor points out
to additional induced errors with fiducial markers as a surrogate due to mea-
surement errors or to liver deformations. Similarly to the previous studies,
we also confirmed that the fiducial markers COM is a better surrogate of the
liver compared to single fiducial markers. It is also expected that some uncer-
tainty exists in the markers COM calculation. As suggested by Wunderink et
al [Wunderink et al., 2010], the fiducial markers should be implanted near and
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surrounding the tumor. In our study the fiducial markers were closely located
between 17mm and 55mm.

One of the limitations of our study is the small number of patients. In-
cluding more patients would strengthen the results, however for a proof of
principle, the included number seems sufficient, since a wide range of tumour
positions within the liver and respiratory motion amplitudes was represented
in our patient material. Another drawback prior to a potential clinical imple-
mentation is current DIR computational time. This may be overcome in a near
future with SyN algorithm implementations on GPU [Nielsen et al., 2019] or
emerging deep learning DIR methods [Balakrishnan et al., 2019] where results
are obtained in a couple of minutes or even seconds respectively.

3.6 Conclusions

We have demonstrated that intensity-based DIR is accurate for liver radio-
therapy. Furthermore, we found no statistically significant differences between
the images sequentially or referenced DIR methods. We propose a GTV local-
ization strategy on 4DCT using DIR, that is consistent with GTV localization
based on fiducial markers’ COM with less variability than what is seen between
individual markers. The DIR algorithm using the liver COM as a reference to
locate the GTV, resulted in our small patient cohort in a maximum error of
1.2mm. Such accuracy also seems adequate for radiotherapy.

3.7 Appendix

Appendix A. Patient Selection

The patients were selected within a breath-hold study of SBRT for metas-
tases. The patients were treated at Rigshospitalet, Copenhagen, Denmark.
The initial 21 patients were reduced to 8 patients based on fiducial mark-
ers implanted, image quality and regular breathing patterns. See details on
patient selection in Figure 3.6.

As a part of the study protocol the patients were also imaged using CT
in three deep inspiration breath-holds and three expiration breath-hold using
the RPM system with visual feedback to obtain consistent breath-hold levels.

Appendix B. Registration Algorithm

Image registration is the process of estimating the transformation between two
images in order to align them in a single coordinate system. The algorithm
is called deformable image registration (DIR) when the images need to be
transformed in a deformable manner, typically with a deformation field. This
is the case of images with internal organs of the human body acquired during
breathing motion.
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Not possible to implement 
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Figure 3.6: Flow chart of patient selection. A total of 8 patients with fiducial
markers were selected to test the accuracy of registration to locate the tumor.

DIR is expressed as computing the diffeomorphic mapping ϕ(x) of the
moving image I1 into the reference image I0. The registration problem can be
posed as a cost- or energy optimization problem involving a similarity metric
EM and a regularization term ER, such as:

ϕ∗(x) ≡ arg min
ϕ(x)

EM(I0, I1 ◦ ϕ(x)) + ER(ϕ(x))︸ ︷︷ ︸
≡E(ϕ(x))

(3.3)

Where:
ϕ(x) : Ω0 → Ω1 , x ∈ Ω, Ω ⊂ Rd,
Ij : Ωj → R, ∀j ∈ {0, 1}.

Avants et al. [Avants et al., 2008] introduce Symmetric Image Normal-
ization (SyN) a DIR algorithm. The algorithm is available with ANTs tool-
box [ANTs, 2021] and supported by ITK toolbox [ITK, 2021].

SyN algorithm uses cross correlation as the similarity metric EM defined
as:

EM(I0, I1◦ϕ(x)) = CC(I0, I1, ϕ(x)) ≡

(
n∑

xεΩ0

(I0(x)− Ī0) · (I1 ◦ ϕ(x)− Ī1)

)2

n∑
xεΩ0

(I0(x)− Ī0)2 ·
n∑

xεΩ0

(I1 ◦ ϕ(x)− Ī1)2

(3.4)
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The regularization ER is defined as the Sobolev norm of the velocity field
vt, similar to the term proposed by Beg et al. [Beg et al., 2005]. The veloc-
ity field is related to the deformation field ϕ(x) with the ordinary differential

equation dφt(x)
dt = vt(φt(x), t), with solution ϕ(x) = φ0 +

∫ 1
0 vt(φt(x))dt. In

order to address consistency and reduce computation time, SyN algorithm di-
vide the deformation field in two, such as: ϕ(x) = φ1◦φ−1

2 (x, t). Consequently,
the regularization term involves two velocity fields. The mathematical setup
is expressed as follows:

ER(ϕ(x)) =

∫ 1

0
‖vt‖2L dt =

∫ 0.5

t=0

(
‖v1(x, t)‖2L + ‖v2(x, t)‖2L

)
dt (3.5)

Where:
L = a∇+ bId, is a linear differential operator that induces regularity.

The optimization in SyN is described by the minimization of the energy
equation:

ϕ∗(x) ≡ arg min
ϕ(x)

∫ 0.5

t=0

(
‖v1(x, t)‖2L + ‖v2(x, t)‖2L

)
dt+

∫
Ω
CC(I0, I1, ϕ(x))dΩ︸ ︷︷ ︸

≡E(ϕ(x))

(3.6)

Appendix C. Inpainting

The image inpainting algorithm proposed by Telea et. al. [Telea, 2004] is
publicly available in OpenCV [OpenCV, 2021]. The fiducial marker centroid
is used as the center point of the region where the inpainting is applied. A
square area of 30 by 30 pixels is removed of the axial slices. The region is
removed for a total of three slices around the marker. Figure 3.7 depicts the
inpainting of a patient.

Figure 3.7: Example of image inpainting in one axial slice. The inpainted area
is a square of 30 pixels around the fiducial marker centroid.
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Appendix D. Registration Parametrization

The algorithm is setup in a multi-resolution framework. We computed the
distance error per iteration to compare with the cross correlation (CC) met-
ric. Figure 3.8 depicts the registration for one patient with a maximum of 300
iterations per level. In the multi-resolution scheme it was observed that the
intensity metric could induce some overfitting behavior to the metric position
of the markers. Furthermore, the initial scale down 1/8 worked as the ini-
tialization and most of the convergence occurred at the scale 1/4. The finals
steps were a refinement process.

We varied the parameters of registration such as: iteration, multi-resolution
levels, gradient step and radius neighbor for CC. We analyzed the convergence
and chose gradient step as 0.1, radius 4 in cross correlation, 4 levels of resolu-
tion with scales [8,4,2,1] and iterations per level [120,100,90,60]. We observed
that the algorithm converged properly for all the patients after parametriza-
tion.

Figure 3.8: Comparing distance error of fiducial markers with cross-correlation
similarity metric in multi-resolution registration. The voxel intensity metric
achieves convergence for the distance metric.

Appendix E. Statistical Results

Table 3.2 shows the computed values of the Kolmogorov-Smirnov statistic on
2 samples. This is a two-sided test for the null hypothesis that 2 independent
samples are drawn from the same continuous distribution. The test is applied
to the distribution of registration errors for all the patients, comparing the
results per phase obtained with the different methods. The compared methods
are the reference versus sequential registration, and the inpainted versus the
original images with reference registration.



48 CHAPTER 3. REGISTRATION ACCURACY WITH LIVER

Phase 00 10 20 30 40 50 60 70 80 90

Reference vs sequential Statistic 0.292 0.333 0.333 0.167 0.0 0.0 0.0 0.250 0.208 0.167
P-value 0.263 0.140 0.140 0.902 1.0 1.0 1.0 0.449 0.686 0.902

Original vs inpainted Statistic 0.167 0.333 0.375 0.167 0.250 0.0 0.208 0.125 0.250 0.167
P-value 0.902 0.140 0.068 0.902 0.449 1.0 0.686 0.994 0.449 0.902

Table 3.2: Summary of Kolmogorov-Smirnov statistical tests. Comparisons
are made for reference versus sequential registration methods, and the in-
painted versus original images (reference registration). The p-values are higher
than 0.05 which cannot reject the null hypothesis.

Appendix F. Registration Errors per Patient

The registration errors were comprised in a single plot for all patients. For
expanding this information the following figures offer patient specifics of regis-
tration errors (Figure 3.9) and registration errors of inpainting (Figure 3.10).

Figure 3.9: Registration errors per patient. Top panel relates to refence reg-
istration and botton panel relates to sequential registration.

Figure 3.10: Registration errors with inpainting per patient. Only referenced
registration is applied for the inpainted images
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Figure 3.11: Relative motion discrepancy of GTV COM compared to the
relative motion of the fiducial markers. The distance metric is comprised for
all the patients computed with the reference (left plot) and the sequential
registration (right plot). Relative motion refers to having as zero coordinates
the positions of 50% phase.

Appendix G. Complementary Metric

In our study, we evaluated another metric to test registration errors. We
exclude this from the paper for simplicity reasons. The complementary met-
ric was defined as the relative motion discrepancy. The metric compare the
GTV COM and the fiducial markers. The fiducial markers are the ground
truth. The GTV COM position was calculated for every image based on the
transformed GTV of the reference image. For both GTV COM and fiducial
markers, the respective reference positions are substracted, i.e. the same zero
coordinate point at the reference. After this, the relative motion discrepancy
was then the distance between the GTV COM and the fiducial markers in the
other respiratory phases of the 4DCT. This was defined as:

m ≡ ‖(xf,j − xf,ref)− (ϕj ◦ xGTV,j − xGTV,ref)‖ (3.7)

The relative motion discrepancy comprised results are shown in Figure
3.11. Individual patients results are shown in Figure 3.12. The same patern
of high distance variations in patient 3, 6 and 7 where the fiducial markers
have variations is observed. The relative motion discrepancy between GTV
COM and fiducial markers had a maximum mean of 2.0mm and 1.9mm for
the referenced registration and the sequential registration respectively. The
maximum median values are 1.8mm for both reference and sequential regis-
tration. Similar to the registration error, no statistically significant differences
between the sequential and referenced registration methods was found.
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Figure 3.12: Relative motion discrepancy per patient of GTV COM to the
relative motion of the fiducial markers. Top panel relates to refence registra-
tion and botton panel relates to sequential registration.
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Chapter 4

High Performance
Registration

The work presented in this chapter is an original paper written for this thesis,
that is to be submitted as: Tascón-Vidarte, J. D. (2022). IMART: IMAge
Registration Toolkit. A high performance computing library for deformable
image registration.
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4.1 Abstract

Deformable image registration is computationally expensive and is gener-
ally considered an offline procedure. This paper presents IMART, a high-
performance library of image processing and registration. Our desing sup-
ports various parallel hardware with OpenMP, OpenCL, and CUDA. We
validated the framework execution on CPU and GPU. We focused on the
transformation-interpolation operation to efficiently parallelize registration.
The result is an improved registration algorithm capable of achieving real-
time performance in 2d and reducing 3d computational times. We compare
our library performance in terms of vectorial operations with ViennaCL and
interpolation/registration with ITK. IMART achieves a lower or similar com-
putational time to those optimized libraries.

Keywords: Deformable Image Registration, High Performance Comput-
ing, Parallel Hardware, GPU

4.2 Introduction

The most successful frameworks of deformable image registration are based on
the Insight Segmentation and Registration Toolkit (ITK) [ITK, 2021]. Some
examples are [ANTs, 2021], [Elastix, 2021] and [Plastimatch, 2021]. ITK is
highly optimized for the CPU and supports multi-threading. However, there
is still no full support for image processing on the GPU.

For more than a decade, GPU acceleration for DIR algorithms has been on
the scene. Multiple surveys of medical image registration algorithms in parallel
hardware confirm the performance gains and the parallelization capabilities
[Shams et al., 2010, Fluck et al., 2011]. An early example is presented in
[Gu et al., 2009], who offered a comparison of several demons algorithms
on the GPU. More recent examples are [Ekström et al., 2021] and [Brunn
et al., 2021] who present a novel library that support multi-node and memory
distributed registration. We observe that none of them have reported a real-
time deformable registration application.

We design a framework of high-performance computing for image registra-
tion. Our novel implementation allows defining the algorithms on the higher
level while the device computation runs on the low level. This architecture en-
ables device independence. We support multiple devices with OpenCL (CPU,
GPU), multithreading on the CPU with OpenMP, and Nvidia GPUs with
CUDA. To the best of our knowledge, our library implementation obtains the
lowest computational time for a DIR algorithm in 2d (< 4fps). Thus, we offer
a suitable algorithm for a real-time application.
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4.3 Methods

Our goal is to design and implement a high-performance deformable image
registration library. In order to achieve this, we formulate the registration
problem, identify the computational bottleneck and propose a parallel algo-
rithm. Furthermore, we intend to create a high-level and scalable framework
to develop multiple intensity-based registration algorithms.

Mathematical Formulation of Registration

Having a fixed image I0(x) and a moving image I1(x) find the spatial trans-
formation ϕ(x) between them. Figure 4.1 shows the registration setup.

Figure 4.1: Deformable image registration

The registration problem can be formulated as an energy function as fol-
lows:

arg min
ϕ(x)

E(I0, I1, ϕ) = EM(I0, I1 ◦ ϕ) + ER(ϕ) (4.1)

Where:
xj ε Ωj , Ωj ⊂ Rd, j = 0, 1

Ij : Ωj → R, ϕ(x) : Ω0 → Ω1

The cost function of equation 7.2 represents an optimization problem and
can be solved with an iterative gradient-based method in the form:

ϕ(x)k+1 = ϕ(x)k − λ ·A · ∇E (4.2)

Where A represents a high order approximation, if A is the identity ma-
trix, the equation is equivalent to a gradient-descent algorithm. The algo-
rithm requires to compute the cost function and the update derivative on
each iteration. The commonly repeated operation for both equations is the
transformation-interpolation. In fact, the computational bottleneck of regis-
tration is not the optimization steps but the computation of the transformation-
interpolation and the similarity metric, as remarked by [Shams et al., 2010].
We primary focus on this stage to improve performance.
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Transform-Interpolation

The most straightforward deformable transformation is a displacement vec-
tor field. The field offers a vector translation for each voxel coordinate in
the image domain. The advantage is the parallelization capabilities of this
transformation. The disadvantage is the number of parameters required, i.e.,
dimension× voxels. The deformation field transformation is defined as:

ϕ(x) = x+ u(x) (4.3)

In the case of having the fixed and moving images with identical world
coordinates, the registration becomes a vectorial sum operation. Otherwise,
interpolation is required to estimate the deformation vector at locations out-
side the grid. Therefore, we explicitly develop two transformation functions,
one highly vectorized for images with the same coordinates and another par-
allelized supporting interpolation.

Interpolation is the process of estimating new data points from a set of
discrete values. The discrete nature of images usually requires an interpolation
operation to estimate the intensity value after a transformation. Its functional
representation is given by:

I(ϕ(x)) ≡ I ◦ ϕ(x) (4.4)

The interpolation function offers intensity values outside the image grid.
For a comprehensive survey covering the theory and performance of interpo-
lation for medical image application, see [Thévenaz et al., 2000]. Multiple
methods of interpolation exist. However, the commonly used methods are
nearest-neighbor, linear, cubic, b-splines. Linear interpolation is the most
widely used method in practice, and thus we focus on this algorithm.

A one dimensional linear interpolation is estimated as:

I(x) = I(xa) + (I(xb)− I(xa)) ·
x− xa
xb − xa

(4.5)

Where x is any coordinate point located inside [xa, xb]. For discrete or
structured data (e.g. images), the unit distance xb − xa = 1 and therefore we
can simplify Equation 4.5 as:

I(x) = I(xa) · (1− ẋ) + I(xa + 1) · ẋ (4.6)

Where ẋ = x − xa and xa is the nearest discrete value. For images we
use the floor operator xa = floor(x). Similarly, we can express the linear
interpolation of a 2 dimensional image as:

I(x, y) = I(xa, ya) · (1− ẋ− ẏ + ẋẏ) + I(xa + 1, ya) · (ẋ− ẋẏ)

+I(xa, ya + 1) · (ẏ − ẋẏ) + I(xa + 1, ya + 1) · ẋẏ
(4.7)
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The Equation 4.7 is usually called bi-linear interpolation. The mathemat-
ical extension to 3-dimensional images is straightforward. For simplicity, we
only refer to the 2-dimensional case.

We define a single kernel for interpolation in order to parallelize interpo-
lation. During 2d interpolation, there is a probability to have one coordinate
or both close to the discrete values. For these cases, the interpolation com-
putation using Equation 4.6 is more efficient than using the full expression of
Equation 4.7. Our interpolation kernel takes advantage of this situation to
reduce some computational burden. Algorithm 1 summarize the kernel. The
kernel function is executed during each interpolation request.

Algorithm 1 Linear Interpolation Kernel

Input: Reference Image Ir(xa, ya)
Parameters: Image coordinates (x, y), ε→ 0
Output: Interpolated Image Io(x, y)

1: Find xa = floor(x), ya = floor(y)
2: if (xa, ya) inside Ωr then
3: Find ẋ = x− xa, ẏ = y − ya
4: if (ẋ < ε) & (ẏ < ε) then
5: Compute Io(x, y) = Ir(xa, ya)
6: else if ẋ < ε then
7: Compute Io(x, 0), using Eq. 4.6
8: else if ẏ < ε then
9: Compute Io(0, y), using Eq. 4.6

10: else
11: Compute Io(x, y), using Eq. 4.7
12: end if
13: end if

We implement the kernel function in C++ with OpenMP, OpenCL, and
CUDA. We consider the device architecture and the memory model for GPUs
with OpenCL and CUDA. Figure 4.2 shows the OpenCL memory model as ref-
erence. The image is partitioned and transferred to the local memory to avoid
a memory-bound algorithm. Afterward, the kernel is applied. We replicate
this procedure locally to achieve better performance. Finally, we integrate all
these principles into our IMART library.

IMART Design

We designed and implemented a general image processing and registration
library that supports parallel hardware. The library is an object-oriented
framework written in C++ (std=c++17) as header-only. This simplifies the
building process, template creation, and portability. The library uses ITK as
a dependency to support multiple formats of image reading and writing (for-
mats: jpg, png, dcm, nii, nrrd, among others). We implement real-time visual-
izations during registration with VTK. Other dependencies are boost::options,
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Figure 4.2: Memory model

fftw3, and clfft. The library has automatic testing with google/test (gtest) and
benchmark with google/benchmark (benchmark). The software development
and version control are supported by CMake and Git, respectively. Further-
more, there is integration with interface functions for other computer vision
libraries such as ITK and OpenCV. Finally, the interoperability is available
with Docker, and the documentation is built with Doxygen.

The overall design of IMART is presented in Figure 4.3. The imaging
classes are templates with intuitive names, short definitions, and brief de-
scriptions. IMART has three main classes: data object, space object and
process object. All other classes below the main classes take advantage of
inheritance and polymorphism. Regarding image processing, IMART has a
core class named ”image”. This class incorporates functions related to ini-
tialization (zeros, ones, random), overloaded arithmetic (+,−, ∗, /,, &scalar),
reductions (min, max, sum, prod, dot), and image processing utilities (pad,
unpad, cast, normalize, fft, ifft, gradient). Regarding registration, IMART
includes transformations (Rigid, Affine, Deformation Vector Field), interpo-
lations (Nearest, Linear, Cubic), similarity metrics (SSD, CC), and optimizer
(Gradient Descent).

In terms of parallel hardware, the library supports multiple devices, such
as: CPU (OpenMP) and GPU (OpenCL, CUDA). Our design is inspired on
ViennaCL [Rupp et al., 2016, ViennaCL, 2021]. The image class requires
a container class to store the data and to operate with an specific device.
The available containers are: vector cpu < type >, vector opencl < type >,
vector cuda < type >. The functions and operators of the image class are
overloaded to support device independence on the high level. An example is
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Figure 4.3: IMART design. Inheritance and class relations diagram

shown in Algorithm 2. The code example works on CPU because the image is
defined in line 14 with the cpu container ”vector cpu < type >”. To change
the whole operation to GPU we only modify the same line 14 with the desired
container, for instance ”auto img = image < type, vector opencl < type >>::
new pointer()”. The result is a highly versatile library with a straightforward
way to change the processing hardware.

Implemented Algorithms

We incorporated in IMART two well-established deformable image registration
algorithms, the diffeomorphic demons and large deformations diffeomorphic
metric mapping (LDDMM). The algorithms are described below.

Demons Algorithm

The demons algorithm was introduced by Thirion [Thirion, 1998]. The algo-
rithm treats registration as a diffusion process that is similar to an optical flow
approach. The diffeomorphic demons algorithm is an extension of the original
algorithm with a constraint to the transformation to be diffeomorphic [Ver-
cauteren et al., 2009]. We choosed to implement the demons algorithm because
it has proven to be versatile and very efficient to perform deformable image
registration [Gu et al., 2009].

The demons algorithm can be considered as an approximation of a second
order gradient descent on the sum of square of intensity differences (similar-
ity metric) criterion [Pennec et al., 1999] with Gaussian regularization. The
diffusion equation is defined as:

F (∇E(ϕx)) ≡ (I0 − I1(ϕx))∇I1(ϕx)

‖∇I1(ϕx)‖2 + (I0 − I1(ϕx))2
(4.8)

The iterative process to update the transformation ϕ(x) is described as:
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Algorithm 2 IMART C++ code example on CPU

1 // std libs

2 #include <iostream >

3

4 // imart libs

5 #include "imart/image.h"

6 #include "imart/image_utils.h"

7

8 using namespace imart;

9

10 int main()

11 {

12 using type = unsigned char;

13

14 auto img = image <type , vector_cpu <type >>:: new_pointer ();

15 img ->read("input.png");

16 img ->print("input");

17

18 *img = *img + 10;

19 img = pad(img , std::vector <int >{8,4}, std::vector <int >{8 ,4});

20

21 img ->write("output.png");

22 img ->print("output");

23

24 return 0;

25 };

26 \label{}

compute : u(x) = F (∇E(ϕx))

fluid update : u(x)← Gσf ∗ u(x)

diffeomorphic : ϕ(x)′ ← exp(u(x))

diffusion update : ϕ(x)← Gσd ∗ ϕ(x)′

(4.9)

The expression exp() refers to the intrinsic update on the Lie group of
diffeomorphisms, and G refers to a Gaussian kernel. The kernels can be applied
to the deformation update u(x) or the overall transformation ϕ(x) and behave
as an approximation of fluid or diffusion regularization, respectively.

LDDMM Algorithm

Beg et al. introduced the LDDMM algorithm [Beg et al., 2005]. The algorithm
has proven to be an effective approach to enforce the diffeomorphic constraint
while allowing for large deformations. The result is a symmetric and accurate
algorithm but computationally expensive.

The LDDMM cost function is defined as:
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arg min
vt:ϕ̇t=vt(ϕt)

E(I0, I1, vt, ϕ) =
1

σ2
||I0 ◦ ϕ−1

1 − I1||2L2 +

∫ 1

0
||vt||2Ldt (4.10)

Where L = α∇+ γ is the Cauchy-Navier operator that induces regularity.
The cost function gradient is defined as:

∇E(I0, I1, vt, ϕ) = 2vt +
2

σ2
K
(
|Detϕt,1|∇J0

t (J0
t − J1

t )
)

(4.11)

Where J0
t = I0 ◦ϕt,0, J1

t = I1 ◦ϕt,1, K(g) = (L†L)−1g is the regularization
function. The algorithm is solved with a gradient descent approach to solve the
velocity field and the deformation field is found by integration. The algorithm
steps are summarized as:

update : vt(x) = vt(x) + λh

integrate backward : vt → ϕt,1

integrate forward : vt → ϕt,0

compute : h = ∇E(I0, I1, vt, ϕ)

(4.12)

Performance Evaluation

We developed performance tests of our IMART library concerning memory
transfer (CPU to GPU and vice versa), vectorial operations, linear interpola-
tion, and deformable image registration. We implemented all the tests using
google benchmark [Google/Benchmark, 2021]. We ran each test 11 times and
reported the median values. Furthermore, we included a device and plat-
form comparison for each test, i.e., CPU (OpenMP) and GPU (OpenCL,
CUDA). Additionally, we contrasted our library to other optimized libraries.
We compared the performance of vectorial operations (BLAS level 1) with Vi-
ennaCL [Rupp et al., 2016,ViennaCL, 2021]. We compared the computational
time of IMART versus ITK ( [ITK, 2021]) in regards to interpolation and de-
formable image registration. The vectors and the images were initialized with
random values for all the tests, except for deformable image registration, where
we tested the algorithm intrapatient with ten pairs of 2-dimensional images
of size 256× 256. The images belong to the DIR-LAB dataset [Castillo et al.,
2009b] where we extracted two random slices per patient. We only performed
the registration tests in 2d because we aim for real-time applications.

Performance Metric

Due to different hardware and software implementations an unified way to
compare registration algorithms is using the performance metric proposed by
Shams et al [Shams et al., 2010]. The metric is defined as:
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P =
milliseconds

MV oxel · iteration
(4.13)

We use the metric accompanied by the total time to compare the de-
formable image registration algorithms. The algorithms used a multiresolu-
tion framework with 3 levels. The performance metric is only computed for
the final resolution (images at full scale)

4.4 Results

All the tests are run on a workstation with two CPUs, one GPU, and 128 GB
of RAM. Each CPU is an Intel(R) Xeon(R) Silver 4110 @ 2.10GHz, 8 cores,
16 threads. The GPU is a Nvidia(R) GeForce(R) RTX 3090.

The algorithms executed on GPU require a memory transfer operation
from RAM. This operation is made when the algorithm starts and finishs. We
summarize on Figure 4.4 the transfer time depending on the memory size (each
element is 4 Bytes, float) for OpenCL and CUDA. There are no significant
differences between OpenCL and CUDA, since the maximum difference is
around 0.02ms. Similarly, the time taken from CPU to GPU and from GPU
to CPU is virtually the same. For instance, a 2 dimensional image of size
256 × 256 requires 1.04 ms to transfer, and a 3 dimensional image of size
256 × 256 × 256 requires around 150 ms to transfer. The advange of our
library desing is that for an expensive registration algorithm the memory is
only transfered once, when the image is read.

(a) (b)

Figure 4.4: Memory transfer time versus element size, from CPU to GPU
(4.4a) and from GPU to CPU (4.4b).

Figure 4.5 shows the computational time of vectorial operations of our
library compared to ViennCL. Figure 4.5a involves a vector scalar multipli-
cation, i.e. vout = s · vin. The operation in Figure 4.5b is a vector addition,
vout = v1 + v2. We observe a converging performance improvement of 1.5
times in our CPU implementation compared to ViennaCL. The performance
for OpenCL between IMART and ViennaCL is virtually the same. CUDA
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seems to perform slightly better against OpenCL for vector operation with
size lower than 105. There is a kernel launching cost for the GPU that gener-
ate a threshold value of performance where the GPU surpass the CPU. This
occurs in the operations with vector size near 104.

(a) (b)

Figure 4.5: Performance comparison of vector operations between IMART
and VIENNACL. 4.5a corresponds to a vector scalar operation vout = s · vin
and 4.5a corresponds to a vector addition vout = v1 + v2.

Figure 4.6 depict the interpolation comparison between ITK and IMART
in 2d (Figure 4.6a) and in 3d (Figure 4.6b). The CPU interpolation in 2d is
improved by a factor 5, while the 3d interpolation by a factor of 4.3. The
computational times of OpenCL and CUDA are close with a slighly better
performance for CUDA. The kernel launching cost of the GPU in 2d is im-
proved when the interpolation contain an image of 100×100, while in 3d for an
image 20×20×20. The GPU reduces the computational time of interpolation
converging to 72.8 times compared to the CPU in our implementation.

(a) (b)

Figure 4.6: Computational time of linear interpolation using IMART versus
ITK.

We compare the performance of multicore CPU versus GPU for a transformation-
interpolation using IMART. The transformation is a deformation vector field
and the interpolation is linear. Figure 4.7 summarize the acceleration factor
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given by the number of CPU threads or the GPU. We observe an increase
in acceleration as the multithread on the CPU increase. We recognize again
the kernel laaunching cost of the GPU, that surpass the CPU 16 (threads)
performance in 2d for images with size 1000× 1000 and in 3d for images with
size 200 × 200 × 200. This suggest that the used GPU is more efficient for
large image processing applications.

(a) (b)

Figure 4.7: Acceleration results obtained with IMART for CPU and GPU
executing a transformation and a linear interpolation. The number next to
the CPU legend represent the threads used.

We summarize the 2d registration results in Table 4.1. We compare our
demons algorithm implemented in IMART with a demons algorithm imple-
mented in ITK. Furthermore, we collect the performance results of our LD-
DMM implementation. We only compare LDDMM within IMART and only
with respect to the device.

We observe in the worst case 6.24 times of improvement in computational
time for the CPU of our demons algorithm compared to ITK. Again, the
GPU obtains good performance but the kernel launch cost makes the CPU
more suitable for small image sizes. Nevertheless, the GPU improves the
performance for a complex algorithm such as LDDMM.

Algorithm Metric
CPU GPU

CPU 1 CPU 2 CPU 4 CPU 8 CPU 16 OpenCL CUDA

Demons ITK Time [ms] 5281 2966 1807 1341 1012
Performance 1506 821 467 346 258

Demons Time [ms] 355 240 204 159 162 290 265
Performance 130 65 39 23 19 35 32

LDDMM Time [s] 32.41 20.55 16.18 15.4 15.1 8.9 8.2
Performance 21100 11290 8350 7720 7010 5050 4720

Table 4.1: Registration performance tests in 2d. Our demons algorithm is
compared to ITK. The implemented LDDMM algorithm is compared only
with respect to the device used. The performance refers to the metric shown
in Equation 4.13. In bold the best device performance for each algorithm.
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4.5 Discussion and Conclusion

Our library design represents a methodology to enhance performance in de-
formable image registration. Our strategy of improving the transformation-
interpolation offered high-performance and satisfactory results compared to
ITK, the core framework of various open-source registration libraries. There-
fore, we deliver an attractive implementation for further applications.

The fact that IMART supports multiple devices allows us to compare the
CPU and the GPU performance. The kernel launching cost for the GPU
seen in the vector operations means that the CPU performs better with small
data sizes. Since deformable image registration has a better convergence in a
multiresolution framework [Thevenaz et al., 1998], the computational advan-
tage of the GPU may be limited for 2-dimensional applications of registration.
We prove this statement in the registration results. Nevertheless, the GPU
is an outstanding device for larger data sizes and outperforms the CPU for
3-dimensional applications.

We designed a high-performance library for medical image registration.
The library supports image analysis operations, filtering, and deformable
image registration on CPU and GPU. We focused on the transformation-
interpolation operation, which is highly repeated during each optimization
step in registration. Furthermore, we implemented demons and LDDMM
strategies to prove the library’s versatility. The high-performing demons
registration algorithm is suitable for a 2-dimensional real-time application.
The code is open source and publicly available at https://github.com/

josetascon/imart.
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Cine-MRI Simulation
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5.1 Abstract

Conventional evaluations of tumor tracking algorithms require inter-observer
segmentations from radiation oncologists on the Cine-MRI (2D sagittal MR
video). Instead of performing intensive manual annotations on images, we
present a 2D video simulator that uses the pre-treatment images, including
a breathing model, that generates Cine-MR images in parallel with the un-
derlined segmentation of the tumor. We include the data of seven patients
within a retrospective clinical study that received stereotactic body radiation
therapy for liver metastases. Each patient has a pre-treatment 4DCT scan, a
pre-treatment 3D MR with tumor and liver delineations, and the treatment
Cine-MRI. We augment the data with the simulator by changing breathing
motion parameters and adding noise. The simulator generates a total of 84
Cine-MRI sequences, thus having 12 videos per patient. We validate the simu-
lated versus the real Cine-MRI in terms of tumor motion. Finally, we used the
simulator to evaluate the performance of real-time tumor tracking algorithms
with this dataset.
Keywords: Cine-MRI, Simulation, Tumor Tracking, Real-Time, Image-guided
Radiotherapy

5.2 Introduction

An MR-linac is a device that combines magnetic resonance imaging with a lin-
ear accelerator. Stereotactic body radiotherapy (SBRT) of liver metastases on
the MR-Linac system is advantageous due to the improved soft-tissue contrast
compared to cone-beam computed tomography [Kontaxis et al., 2017]. In ad-
dition, the MR-Linac has beam gating, i.e. the treatment accelerator beam
is triggered in response to patient movement [Crijns et al., 2011]. The clini-
cal advantages of using an MR-linac with online tracking have been demon-
strated [Al-Ward et al., 2018], indicating the potential to reduce the liver
target volume and lower the radiation dose to adjacent organs at risk.

Liver tumors deform and move during treatment mainly caused by breath-
ing motion [Murphy, 2004]. During treatment, the scanner acquires 2D cine-
MR sagittal images at four (4) frames per second [Paganelli et al., 2018].
Tumor tracking is one of the main components of beam gating in the MR-
Linac system. Tumor tracking is solved automatically using image analysis.
Some proposed strategies for tumor tracking are based on template match-
ing [Cervino et al., 2011, Shi et al., 2014], feature detection [Paganelli et al.,
2015], optical-flow methods [Zachiu et al., 2015, Seregni et al., 2018], de-
formable image registration [Fast et al., 2017], segmentation [Gou et al., 2014],
neural networks [Yun et al., 2015] or modeling based [Garau et al., 2019]. The
difficulty in evaluating tumor tracking is the need for ground truth data as no
publicly available datasets that comprise tumor tracking on Cine-MRI exist.
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This requires manually delineation of the tumor in the entire video by a radia-
tion oncologist [Cervino et al., 2011,Shi et al., 2014,Yun et al., 2015,Fast et al.,
2017]. Evaluations are therefore only comparable at the institutional level. A
generalized methodology to easily evaluate tumor tracking is required.

In addition, current tracking systems used in clinical practice may fail to
track unexpected movements and have difficulty in tracking motion in the
out-of-plane direction [Paganelli et al., 2018]. The breath-hold treatment is
the most used respiratory motion management in practice [Feldman et al.,
2019]. After breath-hold, the patients can exhibit a fast motion, and thus
tracking becomes very difficult. All the previously reported studies evaluate
tumor tracking under free-breathing conditions [Cervino et al., 2011,Shi et al.,
2014, Paganelli et al., 2015, Yun et al., 2015, Zachiu et al., 2015, Fast et al.,
2017,Seregni et al., 2018,Garau et al., 2019]. Thus, there is a need for improved
tracking algorithms under varying breathing motion.

Our contribution is a straightforward evaluation methodology to quantify
tumor tracking performance without the need of manual segmentations. The
method is patient-specific and simple to implement. We demonstrate the
capabilities of our method to create multiple simulated Cine-MRI, and to
evaluate tumor tracking algorithms under varying conditions.

5.3 Related Work

Respiratory motion modeling is an extensively studied field [McClelland et al.,
2013]. Deformable image registration generates the most suitable models
[Stemkens et al., 2016]. Likewise, our breathing model works with deformable
image registration. Fu et al. [Fu et al., 2019] use known deformation fields
to create ground truth images and landmarks to validate feature detection
on 4DCT. Our simulator works in a similar way, but in contrast the known
transformation model is applied to the images and the tumor contours.

The use of pre-treatment 4D imaging data has been exploited for treat-
ment. Harris et al. [Harris et al., 2018] use 4DMRI to create synthetic 4DCT
during treatment on conventional linear accelerators. Garau et al. [Garau
et al., 2019] use pre-treatment 4DCT with treatment Cine-MRI to estimate a
3DCT and compare planning versus treatment. The mentioned methods sug-
gest multi-modal integration of images and that pre-treatment time-sequence
images are valid to model breathing motion during treatment. We aim for a
similar goal with a distinction, to build a breathing model based on registra-
tion, use the model to simulate treatment sequences, in order to improve tumor
tracking algorithms. To our knowledge this is the first Cine-MRI simulation
based on a respiratory motion model.

An alternative option to manually delineate the tumor is to use matched
landmarks [Paganelli et al., 2015, Seregni et al., 2018]. Although this pro-
cess can be automated with feature detection algorithms some outliers occur.
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Furthermore, the landmark distance alone does not represent how well the
tracking algorithm performs with respect to the tumor structure and the con-
tours. Most tumor tracking algorithms have been tested on lung patients with
manual delineations of the tumor [Cervino et al., 2011, Shi et al., 2014, Yun
et al., 2015,Fast et al., 2017] and only a small set has been evaluated on liver
patients with landmarks [Paganelli et al., 2015, Seregni et al., 2018]. We test
the proposed methodology and the tracking algorithms with liver patients.
Identifying a tumor contour on a sagittal slice is difficult in the liver due to
the lack of contrast. Hence, the liver is a remarkable example of why manual
tumor delineations for evaluating tumor tracking are not always feasible.

5.4 Methods

Data

This study uses image data from seven patients already treated with SBRT
for metastases in the liver at Rigshospitalet (Copenhagen, Denmark) between
April and December 2019. The patients provided informed consent and ap-
proval for the usage of their anonymized data for research purposes.

Respiratory correlated 4DCT with intravenous contrast injection was per-
formed for all patients on a SOMATOM Definition AS scanner (Siemens
Healthineers, Germany). 4DCT image data were phase-sorted into ten phase
bins throughout a respiratory cycle based on an external respiratory signal
monitored with Real-Time Position Management (RPM, Varian Medical Sys-
tems, USA). The slice separation in each phase of the 4DCT was 2 mm. The
image resolution in each slice was 512×512 pixels and a pixel size of 0.98×0.98
mm.

A 0.3T MRIDIAN MR-Linac (ViewRay, USA) is used to acquired a pre-
treatment 3D MRI and the Cine-MRI sequences. The 3D MR scans were
performed for all patients in inspiration breath-hold position without visual
guidance. The acquisition technique is balanced steady-state free precession
(bSSFP). The pre-treatment image resolution is [512× 512× 128 pixels] and
[1.5× 1.5× 3.0 mm] spacing. The Cine-MRI sequences (bSSFP-Sagittal) have
a resolution of [256 × 256 pixels] and [1.5 × 1.5 mm] spacing. The clinical
gross tumor volume was delineated on the 3D MR by a senior radiologist and
approved by a senior oncologist. Organs at risk, including the liver, were
also delineated. These delineated contours are used to segment the region of
interest (ROI).

Cine-MRI Simulation

We developed a patient-specific Cine-MRI simulator capable to generate a
simulated ground truth contour of the desired organs using pre-treatment
images. The input images are a 4DCT scan and an MR with organ contours.
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The video simulator has the following input parameters: video time, frames
per second, breathing cycle time, breathing amplitude, and additive noise.
Figure 5.1 illustrates the video simulation process. Algorithm 3 details the
simulator pseudo code. The simulator has two stages: breathing modeling
and video synthesis. Each stage is described in the following.

Figure 5.1: 2D Cine-MRI Simulator. The process comprises two stages:
breathing modeling and video synthesis. The breathing model is a pre-
processing stage and uses full 3D information to consider out-of-plane mo-
tion in the 2D Cine-MRI. The video synthesis stage can be run several times
changing the simulation parameters to create different variants and motion
conditions.

The breathing modeling is a pre-processing stage. It is computed once and
stored in order to create several videos. This model is based on the 4DCT scan
that represents the full respiratory cycle of each patient. Initially, all phases
in the 4DCT are registered sequentially with the symmetric normalization
algorithm [Avants et al., 2008]. Subsequently, the MR image is registered to
phase 00 of the 4DCT scan, since both images are at inspiration position.
This transformed MR is the starting video frame.

The video synthesis stage is an iterative stage. The simulator produces
a new video frame as a composition of sequential transformations related to
the 4DCT. The corresponding transformation is interpolated over time to
match the proportion of the respiratory cycle with the video sample time.
The video is created based on 3D images and transformations. From this a
2D slice is extracted in the sagittal view where the tumor has better visibility.
Thus the simulated video has the same complexity as real 3D motion in the
2D images and simulates the MR-Linac imaging setup, where 2D real-time
images are acquired and tracked. Since the initial contour of the tumor and
organs are known in the reference MR, we create independent files with those
regions of interest (ROI) and the ROI are transformed in parallel with the raw
video image generation. For simplicity we only generate the tumor contours.
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Algorithm 3 Cine-MRI Simulation

Input: 4DCT, 3D MRI (bSSFP) and clinical tumor contour
Parameters: Video time, frames per second, breathing cycle time, breathing
amplitude, and additive noise
Output: Cine-MRI (Video containing 2D bSSFP-Sagittal images)

1: Register sequentially 4DCT images, and store transformations
ϕ00→01, ϕ01→02, ..., ϕ09→00 where j = 00, 01, ..., 09 correspond to the phase;

2: Register MRI image to 4DCT phase 00 obtain ϕMR→00;
3: Transform MRI image to CT phase 00 using ϕMR→00, obtain M00;
4: Transform tumor delineation XMR using ϕMR→00 to get contour X00;
5: Compute simulation time using parameters: video time, frames per second;
6: for t in time do
7: Compute time point t location in breathing cycle;
8: Calculate time proportion for time interpolation tδ;
9: Find the shortest path of sequential transformations;

10: Compose a transformation ϕc(x) with the shortest path;
11: Multiply ϕc(x) with breathing amplitude parameter α;
12: Transform image M00 using ϕc(x), obtain Mt;
13: Extract a slice of Mt to create the image M2d,t;
14: Add noise to image M2d,t;
15: Transform contour X00 using ϕc(x), obtain Xt;
16: Extract a slice of Xt to create the image X2d,t;
17: end for

Therefore, we have the ground truth ROI for each video sample.

The simulator supports noise with two different probability distributions:
Gaussian and Rician distributions. Noise in MR images is often modeled as
Rician, and for signal to noise ratio greater than two, the noise behaves like
Gaussian [Gudbjartsson and Patz, 1995]. Furthermore, other sources of noise
from the MR device are still modelled as Gaussian.

Tracking Algorithms

The MR-Linac typical rate of acquisition is four (4) frames per second [Pa-
ganelli et al., 2018]. Tracking algorithms must meet this time requirement.
The first image and its corresponding tumor contour in the Cine-MR sequence
is used as the reference and the tracking algorithms uses the subsequent Cine-
MRI input images to estimate a new tumor contour. Fast et al. [Fast et al.,
2017] presented a comparative study where they analyzed four tumor track-
ing techniques. The authors concluded that all the algorithms had a relatively
similar performance but among them deformable image registration and tem-
plate matching provided slightly better results. We implemented these two
algorithms to evaluate tumor tracking simulator. Both algorithms are imple-
mented on C++ and parallelized on CPU with OpenMP.

We chose the diffeomorphic demons [Vercauteren et al., 2009] as a fast
solution of deformable image registration. Our approach uses a multiresolu-
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tion framework with three pyramidal levels. The computational bottleneck of
registration is the computation of the transformation and the similarity met-
ric [Shams et al., 2010]. We focused on this stage to improve performance.
Regarding the optimization, we fix the iteration values to be able to achieve
the time restriction, this means that full convergence is not always guaranteed.

We implemented the generalized template matching algorithms [Cervino
et al., 2011,Shi et al., 2014]. The algorithm defines a template in a reference
image, usually the tumor bounding box, and search for it in a local region
of the input image by maximizing an objective function to determine a good
match. The preferred function is cross-correlation for Cine-MR tracking. The
wider the search region is, the more computational time, while with a more
limited search region, there is a risk of not capturing the tumor motion.

Metrics

We used three metrics to validate the real and simulated Cine-MRI and to
evaluate the tumor tracking algorithms. First, the Dice Similarity Coefficient,
which serves to quantify the whole segmented structure. Secondly, the centroid
distance, which quantify the algorithm’s ability to follow the center of mass
(COM) of the tumor. And third, the Hausdorff distance, which provides
a measurement of the effectiveness to detect and track the tumor contours.
Further information regarding the metrics are detailed in Fast et al. [Fast
et al., 2017].

5.5 Experiments and Results

Patient Summary

Table 5.1 summarizes the patients tumor and breathing motion. The patient
set is small in numbers but represents a wide variety of anatomical tumor
location, tumor size, breathing motion, and breathing cycle times. The most
challenging conditions for the tracking algorithms are a short tumor displace-
ment or a small tumor area.

Cine-MRI Image Quality

Figure 5.2 shows a comparison between the real Cine-MRI and the simulation
for one patient. All the resulting videos are visually close to the real Cine-MRI.
To validate the real versus the simulated Cine-MRI, we verify how consistent
the tumor motion is for all the patients. We select 12 images (approximately
a breathing cycle) of the real Cine-MRI with the first image in the inspiration
position. The tumors are segmented manually on the real Cine-MRI. Since the
real and the simulated data have a slightly different field of view, we perform
rigid registration around the tumor on the first image and align the remaining



74 CHAPTER 5. CINE-MRI SIMULATION

Figure 5.2: Video comparison of real Cine-MRI and simulated of one patient.
Top images depict the real Cine-MRI and the bottom images the simulation.

simulation images using the same transformation. We calculate the metrics
for all the patients with the real versus the simulated Cine-MRI. The Dice
score is 0.89 ± 0.05 (mean ± std.dev.), the centroid distance 0.78 ± 0.32mm
and Hausdorff distance 2.11± 0.91mm.

Tumor Tracking Performance

We evaluate tumor tracking with a full factorial experiment between breathing
amplitude and noise. The breathing amplitude is varied with values 1.0, 1.5,
2.0, or random. The noise is varied between none, Gaussian and Rician.
Gaussian noise and Rician noise applied in all the tests are equivalent to 20%
of added noise. These experiments generate 12 videos per patient for a total
of 84 Cine-MRI sequences. The breathing cycle parameter is patient-specific
taken from Table 5.1. All the videos are 20 seconds long at 4 frames per
second (80 images), approximately 4-5 breathing cycles.

Figure 5.3 depict the tumor tracking performance. For comparison, we
compute a baseline (in blue) that corresponds to the metric value without
tracking. Videos 1 to 4 vary in amplitude without noise, videos 5 to 8 vary in

Patient 1 2 3 4 5 6 7

Tumor location (geometric) S-A-L S-A-L S-A-R I-A-L S-A-R S-P-L I-P-R
Breathing cycle (mean) [s] 4.8 3 4.1 3.6 4.4 4.1 5.8
Tumor max. displacement [mm] 5.9 9.1 8.1 9.7 2.0 6.5 12.6
Tumor volume [cm3] 5.5 5.6 12.0 3.1 3.1 8.0 5.7
Tumor sagittal area [cm2] 2.7 3.0 7.4 3.3 1.8 4.7 4.1

Table 5.1: Summary of patient information. Tumor location is the geometric
octant of where the tumor is with regards to the liver center of mass. The
abbreviations correspond to Superior-Inferior, Anterior-Posterior, and Left-
Right. Breathing cycle times were determined from real patient respiratory
motion during 4DCT scans. Tumor displacements refer to the maximum mo-
tion presented in the video without registration. Gross tumor volumes/areas
are estimated on the reference 3D/2D (sagittal) MR.
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amplitude with Gaussian noise, and videos 9 to 12 vary in amplitude with Ri-
cian noise. Video 1 is the most representative as it has the default and control
conditions. The Dice score summary as mean ± standarddeviation results
of registration are 0.88 ± 0.06 , template matching 0.79 ± 0.12. The cen-
troid distance obtained for the registration is 0.89± 0.54mm versus template
matching 1.71± 3.81mm. The Hausdorff distance obtained for registration is
3.23 ± 1.35mm versus template matching 4.41 ± 4.02mm. Both algorithms’
performance in terms of centroid distances is adequate for image-guided ra-
diotherapy.

Figure 5.3: Video statistics of tumor tracking. The metrics are estimated per
video and comprise all patients. Videos are generated as a full factorial exper-
iment between breathing amplitude and added noise. Ascending numbers in
groups of 4 videos correspond to breathing amplitude of 1, 1.5, 2, and random
respectively. The metrics are shown from top to bottom as Dice, centroid dis-
tance, and Hausdorff distance. In blue, the baseline as the metrics computed
without tracking. In green, the metrics determined with registration. In red,
the metrics estimated with template matching.

All the tests were run on a workstation with 2 CPUs and 128 GB of
RAM. Each CPU is an Intel(R) Xeon(R) Silver 4110 @ 2.10GHz, 8 cores,
16 threads. The computational time of the deformable registration algorithm
time is on average 62.7 ms with a standard deviation of 42.3 ms. The maximum
registration time is 242 ms. The computational time of the template matching
algorithm is on average 16.7 ms with a standard deviation of 4.4 ms
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5.6 Discussion and Conclusion

We validate the tumor motion between the real versus the simulated Cine-
MRI. The centroid distance is the best metric to represent the motion, and its
mean value distance of 0.78 mm indicates a high similarity between the real
and the simulated data. We do not compare image intensities between the
real and the simulated Cine-MRI because they come from sources acquired
on different dates and under different conditions (pre-treatment - treatment,
the field of view, alignment, among others). Furthermore, a direct comparison
of pixel intensities or image similarity will only reveal how close they are in
terms of signal, contrast, or even alignment but not how well the simulation
model breathing and tumor motion.

Regarding our specific evaluation of tumor tracking algorithms, we identify
in general that deformable image registration perform better. The template
matching algorithm fails under noisy conditions and present several outliers. A
breathing amplitude of 2.0 is an extreme condition and unrealistic. However,
from the algorithms point of view is an interesting experiment. Both tracking
algorithms fails to follow the tumor having wide ranges of Dice scores under
this condition.

A limitation of our Cine-MRI simulator is that the breathing model uses a
single respiratory cycle from the 4DCT scan. The breathing model overcomes
this by composing transformations that are time interpolated. Time inter-
polation guarantees that different patterns arise due to asynchrony between
the patient’s breathing cycle time and sampling times. Furthermore, when we
model with full 3D images and then create the 2D Saggital MR, we incorpo-
rate the desired out-of-plane motion, which is the main challenge for tracking
algorithms. Overall, our goal is not to create a perfect breathing model but
to facilitate challenging experiments to evaluate tumor tracking algorithms.

We designed a platform and a methodology to easily evaluate tracking
algorithms on Cine-MR with ground truth segmentation. The video simulator
does not require any training data and works only with pre-treatment images.
The proposed methodology is the most automated way to evaluate tumor
tracking algorithms with a ground truth. Our code is open source and available
at https://github.com/josetascon/cinemri-simulation.
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Chapter 6

Tracking Multiple Organs

The work presented in this chapter is based on a paper that is to be submitted
as: Tascón-Vidarte, J. D., Wahlstedt, I., Vogelius, I. R., & Darkner, S. (2022).
Real-time tracking of multiple-organs for 2D Cine-MRI.
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6.1 Abstract

Tracking on 2D Cine-MRI has focused primarily on tumors. In this paper,
we evaluate multiple-organ tracking performance along with tumor tracking.
We include the data of two liver patients and two lung patients within a
retrospective clinical study that received stereotactic body radiation. Each
patient has three treatment Cine-MRI sequences, for a total of 12 sequences.
We compare four algorithms quantitatively using dice score, centroid distance,
Hausdorff distance, and mean contour distance. Finally, we validate how
well the multiple-organ tracking algorithms replicate convenient gating control
signals for image-guided radiotherapy.
Keywords: Real-Time, Tracking, Radiotherapy

6.2 Introduction

The ultimate goal in image-guided radiotherapy is a fully controlled dose de-
livery to the tumor and avoid any delivery to the organs at risk [Murphy,
2004]. The introduction of MR-Linacs was a closer step to this goal [Paganelli
et al., 2018]. The principle is to deliver radiation of what is seen with real-time
Cine-MRI. One strategy that has come is beam gating [Crijns et al., 2011].
The strategy consists of stoping the dose delivery when the tumor is outside
a boundary. Beam gating works well for patients during breath-hold. How-
ever, not all patients tolerate breath-hold for long periods, and they require
free-breathing treatment [Høyer et al., 2012].

During free-breathing, the oncologists define a wider boundary. The beam
gating strategy does not cover when other organs are close to the boundary
region and when this occurs, the organs at risk receive increased radiation
dose [Paganelli et al., 2018]. A beam gating strategy that considers multiple
organ locations can be proposed to compensate for this. The first step to
achieving such a strategy is to evaluate the performance of tracking algorithms
with multiple organs.

The lung, the liver, and their associated tumors deform and move dur-
ing treatment mainly caused by breathing motion [Murphy, 2004]. Tumor
tracking is one of the main components of beam gating in the MR-Linac sys-
tem. Tumor tracking is solved automatically using image analysis. Some pro-
posed strategies for tumor tracking are based on template matching [Cervino
et al., 2011,Shi et al., 2014], feature detection [Paganelli et al., 2015], optical-
flow methods [Zachiu et al., 2015, Seregni et al., 2018], deformable image
registration [Fast et al., 2017], segmentation [Gou et al., 2014], neural net-
works [Cervino et al., 2011,Yun et al., 2015,Friedrich et al., 2021] or modeling
based [Garau et al., 2019]. Existing tumor tracking algorithms are accurate
enough, but still, there is room for improvement [Friedrich et al., 2021].

Previously reported papers have evaluated tumor tracking during free-
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breathing [Cervino et al., 2011, Gou et al., 2014, Shi et al., 2014, Paganelli
et al., 2015,Zachiu et al., 2015,Fast et al., 2017,Seregni et al., 2018,Friedrich
et al., 2021]. The breath-hold treatment is the most used respiratory motion
management in practice [Feldman et al., 2019]. Breathing motion is more
dramatic after breath-holding, and therefore the algorithms should perform
well in this stricter scenario. Our study is the first to evaluate the tracking
algorithms in this condition. Furthermore, most of the Cine-MRI sequences in
former studies were acquired at 1.5T [Gou et al., 2014,Shi et al., 2014,Paganelli
et al., 2015, Zachiu et al., 2015, Fast et al., 2017, Seregni et al., 2018] and
Friedrich et al. [Friedrich et al., 2021] is the only study at 0.35T, i.e., inferior
image quality due to lower signal to noise ratio. This study also uses images
acquired at 0.35T.

There are studies with multiple algorithm evaluations of tumor tracking.
The most comprehensive was Fast et al. [Fast et al., 2017] who compare four
algorithms. The authors found that a B-splines registration and multiple
template matching were the best performing algorithms. Recently, Friedrich
et al. [Friedrich et al., 2021] compared tumor tracking between B-splines and
U-net segmentation, the latter performed better. However, the B-splines algo-
rithms presented by Fast et al. and Friedrich et al. did not achieve real-time
operation at four frames per second. We exhibit here a B-spline algorithm
working at one frame per second and alternatively a demons registration al-
gorithm operating at eight frames per second. All the compared algorithms
by Fast et al. and Friedrich et al. use ten templates images to work. Under
normal conditions, the oncologist only delineates organs over a single image
on treatment day, and therefore we use algorithms that fulfill this condition.

All the previous studies have only focused on tumor tracking, and to the
best of our knowledge, this is the first implementation and evaluation of track-
ing with multiple organs in real-time.

6.3 Methods

Data

This study includes retrospective image data of patients treated at at Rigshos-
pitalet (Copenhagen, Denmark) between June 2019 and January 2020. The
patients provided informed consent and approval for the usage of their anonymized
data for research purposes. The data consist of treatment Cine-MRI sequences
from two (2) patients already treated with SBRT for metastases in the liver
and two (2) patients treated SBRT in the lung. The patients were treated un-
der breath-hold condition. An MRidian MR-Linac is used to acquire the Cine-
MRI sequences at four (4) frames per second (MR @ 0.35T, bSSFP-Sagittal,
resolution [256x256 pixels], spacing [1.5x1.5 mm]. We use three Cine-MRI se-
quences per patient (3 fractions) for a total of 12 Cine-MRI sequences. Each
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Figure 6.1: Pipeline used for multiple-organ tracking on 2D Cine-MRI. The
patient corresponds to the second liver patient used to visualize the gating
control signals.

sequence is 100 seconds long and contains breathing movement and breath-
holds.

The field of view for all the patients covers the tumor, the lung, and the
liver. The organs and the tumor were delineated on four random frames for
each sequence when movement is occurring. For the second liver patient,
who has a tumor in the upper position of the liver and close to the lung,
one sequence is fully delineated to check the advantage of alternative gating
control signals. This patient is shown in Figure 6.1.

Tracking System and Algorithms

The system pipeline is depicted in Figure 6.1. The algorithm inputs are the
reference image, the reference organs masks (created from the delineation
process), and the current input image. The output is the predicted organs
masks corresponding to the current input image. We implement tracking
algorithms based on deformable image registration and CNNs segmentation.
The registration algorithms work similarly, where each input image from the
Cine-MR is registered to the reference. The obtained transform is then applied
to the reference organ masks and the predicted masks are obtained. The
segmentation algorithms work as individual trackers functioning in parallel
for each organ.

Demons registration (DEM)

We implement from scratch the diffeomorphic demons as a fast solution [Ver-
cauteren et al., 2009]. The computational bottleneck of registration is the
computation of the transformation and the similarity metric [Shams et al.,
2010]. We primary focus on this stage to improve performance. Our reg-
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istration algorithm is implemented on C++ and parallelized on CPU with
OpenMP.

B-spline registration (BSP)

We implement B-spline registration algorithm [Rueckert et al., 2006] with cost
function the sum of squared differences and optimizer LBFGS. The B-spline
transform order is 3 and grid size 8 mm. The algorithm is implemented on
C++ using the Insight Toolkit (ITK).

U-net segmentation (UNET)

The U-net algorithm [Ronneberger et al., 2015] is implemented in PyTorch.
U-net is a supervised learning predictor and therefore only uses the current
input image to predict the organs masks. The network is trained and vali-
dated patient-specific with a single image. To avoid over-fitting and improve
the tracking performance we use image augmentation. The training hyper-
parameters were: epochs = 1000, batch size = 1, and learning rate 10−3. The
augmentation parameters were: height shift = 20%, width shift = 10%, scale
range = 20%, rotation range = 5o, shear range = 10o, gaussian noise = 20%
of std. dev.

Siamese region proposal network for tracking (DRPN)

State of the art object tracking in computer vision has shown better per-
formance with siamese region proposal networks [Li et al., 2018]. Object
tracking in computer vision is based on bounding boxes. In our case we desire
the organ mask and therefore we transform the reference (template) organ
mask to fit the output bounding box. The algorithm is implemented on C++
using OpenCV’s DaSiamRPN algorithm. The algorithm is pre-trained with
Youtube-BB [Real et al., 2017].

Metrics

We used three metrics to evaluate the multiple-organ tracking algorithms.
First, the Dice Similarity Coefficient, which serves to quantify the overlapping
of the whole segmented structure. Second, the centroid distance, which quan-
tifies the algorithm’s performance to follow the organ center of mass. And
third, the Hausdorff distance, which refers to the maximum distance between
the organ contours, useful for detecting contour disagreement.

Gating Control Signals

Additional gating control signals are advantageous for patients with tumors
located closely to organs at risk. An example of this kind of tumor is one placed
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near the diaphragm for lung and liver patients. The second liver patient is
an example of this condition (see Figure 6.1). We evaluate the conventional
gating signal indicating that the tumor is inside the boundary, but we include
two more, ”liver inside the boundary” and ”lung inside the boundary”. The
control signals are computed with logical operations using the organs masks.
We compare qualitatively the algorithms’ ability to mirror the ground truth
signals.

6.4 Results

All the tests were run on a workstation with two CPUs, one GPU, and 128 GB
of RAM. Each CPU is an Intel(R) Xeon(R) Silver 4110 @ 2.10GHz, 8 cores,
16 threads. The GPU is a Nvidia(R) GeForce(R) RTX 3090. The average
computational time of the algorithms are DEM 112.7 ms (8.9 fps), BSP 746.8
ms (1.3 fps), UNET 13.5 ms (74.1 fps), DRPN 150.7 ms (6.6 fps).

Figure 6.2 depicts the algorithms tracking performance. UNET obtains
the best median value performance for tracking the tumor with a 0.82 Dice
score, 1.24mm centroid distance, and 2.5mm Hausdorff distance. For tracking
the liver, DEM and UNET with 0.96 Dice score, DEM with centroid distance
0.63mm and DEM with Hausdorff distance 3.62mm. For tracking the lung,
UNET with 0.97 Dice score, DEM and BSP with centroid distance 0.79mm
and UNET with Hausdorff distance 3.62mm. The UNET algorithm is the best
algorithm to track the tumor in terms of mean values for all the metrics. DEM
algorithm shows a close behavior to UNET for the tumor. The registration
algorithms DEM and BSP show better accuracy for tracking the organs with
lower mean values and fewer outliers for centroid and Hausdorff distance. The
reason is that UNET is optimized only for Dice, it occasionally generates some
false positive structures, and therefore, greater values in Hausdorff distance
appear. Instead, the registration algorithms perform consistently at a coarse
scale for this field of view, where the liver and the lung are wider and well-
defined structures. DRPN algorithm shows inferior performance compared to
the others. However, it is acceptable considering its design is based only on
bounding boxes, and its training did not include this specific dataset.

Figure 6.3 shows the algorithms’ ability to replicate the gating control
signals. DEM and BSP algorithms fail to detect some events for the ”tumor
inside the boundary” and ”lung inside the boundary” signals. UNET is the
best to replicate the gating control signals. DRPN mirrors perfectly the signal
”tumor inside the boundary” but fails more with the remaining signals related
to the organs. This is explained because DRPN design is based on bounding
boxes and not fully deformable objects. The organs are expected to show
more deformations in the sequence.



6.5. CONCLUSION 83

Figure 6.2: Results of multiple-organ tracking algorithms on Cine-MRI
(sagittal-bSSFP) sequences of liver and lung patients. The median value is
reported below each box plot.

Figure 6.3: Convenient gating control signals available with multiple-organ
tracking. Comparison of ground truth vs algorithms.

6.5 Conclusion

We demonstrate the implementation of successful real-time multiple-organ
tracking algorithms. Deformable image registration DEM, BSP, and UNET
segmentation are the most accurate methods in terms of dice, centroid dis-
tance, and contour distances. Furthermore, we evaluate the algorithms’ ability
to mirror gating control signals. Tracking with UNET shows superior perfor-
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mance to replicate gating control signals. The ”lung inside the boundary”
signal could be employed during free-breathing treatment to reduce the lung
dose delivery.

As opposed to the existing tracking studies, our algorithmic evaluation is
made with multiple organs. Finally, we demonstrate the advantage of tracking
multiple organs to replicate the new gating control signals that are available.
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Chapter 7

Real-time Tumor Tracking

The work presented in this chapter is based on a paper that is to be submitted
as: Tascón-Vidarte, J. D., Wahlstedt, I., Jomier, J., Erleben, K., Vogelius, I.
R., & Darkner, S. (2022). Real-time algorithms for tracking tumor and organs
in 2D Cine-MRI.
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7.1 Abstract

Background and purpose: MR-guided radiotherapy improves intra-fraction
motion management using automatic dose delivery control based on real-time
tumor tracking. We evaluate the accuracy and performance of nine (9) track-
ing algorithms on tumors and organs in simulation and treatment 2D Cine-
MRIs used for high precision radiotherapy.
Methods: The tracking algorithms cover three strategies: deformable image
registration (DIR), object tracking, and image segmentation. The simulation
dataset represents free-breathing in seven liver patients. We generated 84
synthetic Cine-MRIs with the underlined tumor and organ delineations. The
treatment dataset captured motion during breath-hold treatment of five liver
patients and five lung patients. We included 30 Cine-MRIs with manual de-
lineations of the tumor and the organ. We evaluated accuracy using the Dice
score, centroid distance, Hausdorff distance, and mean contour distance.
Results: The best algorithms performed consistently well for simulation and
treatment data. Tracking tumors on lung and liver patients offers no statisti-
cal significant differences regarding accuracy (p > 0.05). The best-performing
algorithms achieved results close to inter-observer variability for treatment
data.
Conclusion: UNET, TMDEM and CSRT were the best-performing algo-
rithms overall for tumor tracking. DIR algorithms (DEM and BSP) perform
better and are more stable for organ tracking.
Keywords: Tracking, Cine-MRI, Real-time, Image-guided Radiotherapy

7.2 Introduction

MR-guided radiotherapy is a milestone in external beam radiotherapy [Olsen
et al., 2015, Raaymakers et al., 2017] and feasible with an MR-linac. This
device combines magnetic resonance imaging with a linear accelerator. MR-
linacs are becoming a choice for imaging, planning, and treatment of targets
in soft tissue that move as a result of respiration, such as in the lung or liver
[Paganelli et al., 2018, Dhont et al., 2020]. Image-guided radiotherapy with
MR-linacs has proven to be versatile and adaptable for inter-fraction [Kontaxis
et al., 2017] and intra-fraction [Paganelli et al., 2015] motion. Intra-fraction
motion management allows tumor visualization and dose delivery control with
the potential to reduce organs-at-risk exposure [Crijns et al., 2011]. Intra-
fraction motion management is only feasible with automatic organ and tumor
tracking techniques.

Tumor tracking can be solved automatically using image analysis. Some
proposed strategies for tumor tracking are based on template matching [Cervino
et al., 2011, Tryggestad et al., 2013, Shi et al., 2014, Menten et al., 2018, Fast
et al., 2017], feature detection [Paganelli et al., 2015, Mazur et al., 2016, Fast
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et al., 2017], optical-flow methods [Zachiu et al., 2015, Seregni et al., 2018],
deformable image registration [Fast et al., 2017, Friedrich et al., 2021], mod-
eling based [Garau et al., 2019], segmentation with variational methods [Gou
et al., 2014], or segmentation with neural networks [Cervino et al., 2011,Yun
et al., 2015, Friedrich et al., 2021]. Current tracking systems used in clinical
practice may fail to track unexpected movements and have difficulty in track-
ing motion in the out-of-plane direction [Paganelli et al., 2018]. This leaves
significant room for improvement in tumor tracking.

We observe a need to compare the performance of several automated al-
gorithms under variant and challenging conditions such as fast or significant
respiratory movement and noisy image data. We explore two ways to in-
corporate those conditions. The first way is with a simulation that allows
variable motion and noise. The second way is to evaluate tumor tracking
under fast movement in actual treatment. After breath-hold, the patients
can exhibit faster breathing motion, and thus tracking becomes very difficult.
Breath-hold treatment is the most used respiratory motion management in
practice [Feldman et al., 2019]. Our study is the first to evaluate the tracking
algorithms on breathing motion during breath-hold treatment. In contrast,
the previously reported studies evaluate tumor tracking under free-breathing
conditions [Cervino et al., 2011, Shi et al., 2014, Paganelli et al., 2015, Yun
et al., 2015, Zachiu et al., 2015, Fast et al., 2017, Seregni et al., 2018, Garau
et al., 2019,Friedrich et al., 2021].

Regarding the algorithms, only a few studies cover multiple algorithm
evaluations of tumor tracking [Cervino et al., 2011,Fast et al., 2017,Friedrich
et al., 2021]. The most comprehensive was Fast et al. [Fast et al., 2017] who
compared four algorithms. The authors found that the two best-performing
algorithms are deformable image registration (DIR) with B-splines and mul-
tiple template matching (MTM). Recently, Friedrich et al. [Friedrich et al.,
2021] compared tumor tracking between DIR B-splines and UNET segmenta-
tion, the latter performed better. A drawback in both Fast et al. [Fast et al.,
2017], and Friedrich et al. [Friedrich et al., 2021] is that all the compared
algorithms use ten templates images to work. Under normal conditions, the
oncologist only delineates organs and the tumor over a single image on treat-
ment day, and therefore we use algorithms that fulfill this condition in our
study. Increased delineations will require longer waiting times for patients on
the couch. Having a single reference image motivates the inclusion of other
automatic tracking algorithms.

A sub-branch of computer vision has been focussing on object tracking
algorithms [Wu et al., 2013b, Ciaparrone et al., 2020]. The most successful
algorithms belong to the class tracking-by-detection solved with correlation
filters [Babenko et al., 2009, Henriques et al., 2012] or with deep learning
[Bertinetto et al., 2016]. We are the first to include them in an evaluation
with application to tumor and organ tracking in radiation therapy.

In summary, our contribution is a comprehensive evaluation of tumor
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tracking including state-of-the-art medical imaging and computer vision al-
gorithms. We also incorporate organ tracking in our comparisons. Our study
covers the most challenging conditions for tracking, low image quality, and
fast/significant breathing motion. We include liver and lung patients because
they offer different imaging contrast and cover the most altered locations dur-
ing breathing motion. We summarize the evaluation conditions of our study
compared to previous work in Table 7.1.

Author Breathing Cine-MRI FPS MR Field View Organ # Patients # Videos Algorithms

[Cervino et al., 2011] Free, slow &
force exhale, ir-
regular

- 4 3T Sagittal Lung 5 * 16 TM, ANN

[Tryggestad et al., 2013] Free bSSFP 4 1.5T Sag/Cor Lung (2)
and pan-
creas (1)

3 3 TM

[Shi et al., 2014] Free bSSFP 0.4 1.5T Sagittal Lung 12 12 TM

[Gou et al., 2014] - bSSFP 5 1.5T Sag/Cor Pancreas
(stomach
and liver)

2 5 Segmentation:
EDRG, Level set,
hGReS

[Paganelli et al., 2015] Free bSSFP 3.3 1.5T Sagittal Liver 30 ** 30 SIFT

[Zachiu et al., 2015] Free - 12 1.5T Sagittal Liver and
Kidneys

2 * 2 Optical Flow
( [Horn and
Schunck, 1981])

[Yun et al., 2015] Free bSSFP 4 0.5T † Sagittal Lung 4 4 PCNN

[Mazur et al., 2016] - bSSFP 4 0.35T Sagittal Several a 19 19 SIFT

[Fast et al., 2017] Free bSSFP 4 1.5T Sag/Cor Lung 6 22 MTM, PCNN,
SIFT, DIR

[Menten et al., 2018] Free T1 b - 1.5T Coronal Lung 14 *** 14 MTM

[Seregni et al., 2018] Free bSSFP 3.3 1.5T Sagittal Liver 30 ** 30 TM + Optical
flow ( [Farnebäck,
2003])

[Garau et al., 2019] - bSSFP 3 - Sag/Cor Lung 2 2 DIR + PCA, of-
fline

[Friedrich et al., 2021] Free bSSFP 4 0.35T Sagittal Liver 3 3 DIR, UNET

Ours Free, Breath
Hold

bSSFP 4 0.35T Sagittal Liver, Lung 7 Sim,10 ‡ 84 Sim,30 9 §

Table 7.1: Summary of evaluation conditions from studies that include tu-
mor tracking algorithms. Abbreviations: bSSFP = Balanced Steady-State
Free Precession, TM = Template matching. MTM = TM with multiple tem-
plates. ANN = Artificial Neuronal Network, PCNN Pulse Coupled Neuronal
Network. SIFT = scale-invariant feature transform. DIR Deformable Image
Registration (B-spline transformation).
* Healthy
** 25 patients and 5 healthy
*** 8 patients and 6 healthy
a Stomach (5), lung (4), liver (4), adrenal glands (2), pancreas (2), spleen (1), mediastinum (1)
b Artificial 2D Cine-MRI from 4DMRI
† 3T pseudo 0.5T
‡ Sim refers to patients used to create simulation Cine-MRI. Only liver patients.
§ Algorithms: DEM, BSP, TM, TMDEM, UNET, MIL, KCF, CSRT, DRPN, see section 7.3

7.3 Materials and Methods

We compare the accuracy and computational time of nine (9) tracking algo-
rithms on tumors and organs using simulation and treatment 2D Cine-MRIs.
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Data

This study includes retrospective image data. All the patients were treated
at Rigshospitalet (Copenhagen, Denmark) between April 2019 and January
2020. The patients provided informed consent and approval for the usage of
their anonymized data for research purposes.

We incorporate 84 simulated Cine-MRIs of free-breathing motion from
seven (7) liver patients (12 videos per patient). The advantage of using syn-
thetic Cine-MRIs is that we generate a simulated sequence with a ground truth
segmentation. Our previous paper [Tascón-Vidarte et al., 2021] describes the
dataset and the simulation process (see Appendix A. Simulation Description).

The treatment data includes Cine-MRI sequences from five (5) patients
treated with Stereotactic Body Radiotherapy (SBRT) for metastases in the
liver and five (5) patients treated with SBRT in the lung. The patients were
treated in breath-hold. An MRidian MR-Linac (ViewRay Inc., Mountain
View, CA) is used to acquire the Cine-MRI sequences at four frames per
second (MR @ 0.35T, bSSFP-Sagittal 2D, resolution [256x256 pixels], spacing
[1.5x1.5 mm]). The liver patients received radiation doses in 3 fractions and
the lung patients from 5 to 8 fractions. We use three Cine-MRI sequences per
patient (3 fractions) for a total of 30 Cine-MRI sequences. The lung patients’
fractions are randomly selected. From each fraction, we extracted 100 seconds
of Cine-MRI sequence time. We only considered the frames with breathing
motion after breath-hold for evaluation within this period.

Two imaging experts followed the same protocol to manually delineate the
tumor and the organ. The observers segmented the organ and the tumor on
four frames for each treatment Cine-MRI sequence. The first frame is at the
breath-hold or end-inspiration position, and the other three are randomly se-
lected when movement occurs after breath-hold. From here, we refer to the
first frame as the reference image and its delineation as the reference tumor
mask (or organ). Two liver patients showed low contrast in the tumor area.
Therefore, we selected a surrogate structure for tracking and delineation (sim-
ilar to [Paganelli et al., 2015]). The surrogates are anatomical features near
the tumor. We analyzed inter-observer variability with the metrics described
in section 7.3.

Tracking Algorithms

A tracking algorithm uses the reference image and the reference tumor mask
(or organ) to estimate the new tumor position at every new frame. An identical
process applies to the organ at risk.

We implemented nine (9) tracking algorithms based on deformable image
registration (DIR), object tracking, and image segmentation. For more details
see Appendix B. Algorithms. The recommended constraint of real-time tumor
tracking is 0.5 s (2 fps) [Keall et al., 2006]. The algorithms presented here aim
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for lower computational times than the typical acquisition time of 250 ms (4
fps) of commercial MR-linacs [Olsen et al., 2015,Raaymakers et al., 2017].

Demons registration (DEM)

We implemented the diffeomorphic demons as a fast solution of DIR [Ver-
cauteren et al., 2009]. The computational bottleneck of registration is the
computation of the transformation-interpolation process [Shams et al., 2010].
We primary focus on this stage to improve performance. We use a multi-
resolution framework with three pyramid levels to improve convergence. Our
registration algorithm is implemented in C++ and parallelized on CPU with
OpenMP.

B-spline registration (BSP)

We implemented a B-spline DIR algorithm [Rueckert et al., 2006]. The cost
function is the sum of squared differences, and the optimizer is LBFGS. The
B-spline transform order is three (3) and grid size 8mm. The algorithm is
implemented on C++ using the Insight Toolkit (ITK) [ITK, 2021].

Template Matching (TM)

We implemented TM similar to Cerviño et al. [Cervino et al., 2011]. The
metric for comparison is cross-correlation. First, we extract the template
bounding box from the tumor or the organ mask, adding 10 pixels per side.
Finally, we select a search window of 20 pixels around the target and run the
metric in the search region. This algorithm is an in-house implementation in
C++.

Template Matching with Demons Registration (TMDEM)

We propose a new algorithm based on template matching for global tracking
combined with demons deformable image registration for local refinement.
The TM works the same as described earlier, and the demons algorithm works
with two pyramid levels.

U-net segmentation (UNET)

U-net is a supervised learning segmentation method and therefore only uses
the current input image intensities to predict the organs masks [Ronneberger
et al., 2015]. We train and validate the network patient-specific with a single
image. In the simulation, we test the training using one image (UNET) versus
using ten images (UNET10), the latter similar to Fiedriech et al. [Friedrich
et al., 2021]. The algorithms are implemented in PyTorch.

To avoid over-fitting and improve the tracking performance we use image
augmentation. The training hyper-parameters of UNET were: epochs = 1000,
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batch size = 1, and learning rate 10−3. The augmentation parameters were:
height shift = 20%, width shift = 10%, scale range = 20%, rotation range =
5o, shear range = 10o, gaussian noise = 20% of standard deviation. UNET10
was trained with the same parameters but with epochs = 150.

Multiple Instance Learning (MIL)

The MIL algorithm train a discriminative classifier in an online manner to
separate the object from the background [Babenko et al., 2009]. For each new
frame, the classifier estimates the object location expressed as a probability
function, and then the classifier is updated. This algorithm and all the ones
described next are object tracking algorithms implemented in C++ using
OpenCV [OpenCV, 2021] with their default parameters.

Kernelized Correlation Filter (KCF)

KCF is a dense sampling approach that exploits circulant matrices computed
as kernels in the Fourier domain [Henriques et al., 2012]. The algorithm
calculates an initial kernel model from the reference frame, and then each new
frame detection is used to update the model.

Discriminative Correlation Filter with Channel and Spatial
Reliability (CSRT)

CSRT algorithm incorporates channel and spatial corrections during the bound-
ing box update [Lukezic et al., 2017]. For our case, Cine-MRI sequences are
single-channel images (grayscale) and, therefore, channel correction is not rel-
evant.

Siamese region proposal network for tracking (DRPN)

State of the art object tracking in computer vision has shown better perfor-
mance with siamese region proposal networks [Li et al., 2018]. The algorithm
is implemented on C++ using OpenCV’s DaSiamRPN algorithm [Zhu et al.,
2018]. The algorithm is pre-trained with Youtube-BB [Real et al., 2017].

Metrics for Algorithm Evaluation

We used four metrics to evaluate the tumor tracking algorithms with the
Cine-MRIs. The metrics are: Dice similarity coefficient, centroid distance,
Hausdorff distance and mean contour distance. The metrics are detailed in
Appendix C. Metrics.

We depict in each comparison plot a baseline (called BASE) that corre-
sponds to the metrics values considering the tumor always at breath-hold po-
sition. For treatment, we include the interobserver performance (called OBS).
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We compare the algorithms’ accuracy statistically in simulation and treat-
ment. We run multiple hypothesis tests with Kruskal–Wallis method [Corder
and Foreman, 2011], followed by pairwise analysis using Dunn test [Dunn,
1964] with Benjamini–Hochberg correction [Benjamini and Hochberg, 1995].
For treatment, we used Kolmogorov-Smirnov test [Massey Jr, 1951] to com-
pare performance over lung versus liver patients.

7.4 Results

All the tests are run on a workstation with two CPUs, one GPU, and 128 GB
of RAM. Each CPU is an Intel(R) Xeon(R) Silver 4110 @ 2.10GHz, 8 cores,
16 threads. The GPU is a Nvidia(R) GeForce(R) RTX 3090. The UNET and
DRPN algorithms run on GPU, and the remaining algorithms (DEM, BSP,
TM, TMDEM, MIL, KCF, CSRT) run on CPU.

The average computational time (and corresponding frames per second,
fps) of the algorithms are: KCF 1.6 ms (620.1 fps), UNET 4.3 ms (232.5 fps),
TM 18.3 ms (54.8 fps), TMDEM 18.8 (53.3 fps), CSRT 20.9 ms (47.8 fps),
DRPN 56.9 ms (17.6 fps), MIL 62.2 ms (16.1 fps), DEM 112.7 ms (8.9 fps),
BSP 746.8 ms (1.3 fps). The average training time of UNET10 is 2.2 min, and
UNET is 7.5 min.

Simulation Data

We collect the results for all the generated Cine-MRIs and all patients in Fig-
ure 7.1. Thus, the plot covers all the simulation conditions, i.e., 12 videos.
Individual video results are illustrated in Appendix G. Simulation Extended
Results. The four best-performing algorithms for tumor tracking based on me-
dian values considering all the metrics are DEM, TMDEM, TM, and UNET10.
The four best-performing algorithms for tracking the liver are BSP, TM, TM-
DEM, and UNET10.

We compare in simulation UNET10 and UNET. There are statistically
significant differences in all the metrics between UNET10 and UNET (p <
0.001). UNET10 performed better due to the more extensive training data.
UNET is, however, relatively close to UNET10 in median values accuracy
(DiceP5%

0.52 and 0.5 respectively).

Treatment Data

Visual quality

Figure 7.2 illustrates the generated contours of tumor tracking algorithms on
one liver patient (Figure 7.2a) and one lung patient (Figure 7.2b). For these
particular patients, KCF and MIL algorithms perform the poorest qualita-
tively. The other algorithms require quantitative comparisons for assessment.
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Figure 7.1: Results of tracking algorithms with liver on simulated Cine-MRI.
The simulation data resemble free-breathing with varying motion amplitudes
and image noise. We calculate the metrics with all the patients. Below each
box plot is the median value.

Interobserver analysis

Figure 7.3 depicts the interobserver analysis. Comparing the interobserver
performance for tumor delineations of liver and lung patients shows only sta-
tistically significant differences for the centroid distance (p < 0.05).
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(a) Liver patient

(b) Lung patient

Figure 7.2: Visual comparison of manual (red) and automatically generated
contours from tracking algorithms (blue). The larger image on the left is
the reference image at breath-hold position. The smaller images on the right
correspond to a random sample during breathing motion after breath-hold.

Algorithms performance

The quantitative results of the algorithms are depicted in Figure 7.4 and 7.5.
We report the best-performing algorithms based on median values. Regard-
ing liver patients, the four best-performing algorithms for tumor tracking are
UNET, TMDEM, TM, CSRT. For tracking the liver, the best algorithms
are DEM, BSP, UNET, TMDEM. CSRT algorithm has fewer outliers, low
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Figure 7.3: Results of inter-observer variability analysis. Top row plots cor-
respond to the metrics computed for the tumor or the surrogate selected for
tracking. Bottom row plots correspond to the organ results, i.e., lung for lung
patients and liver for liver patients. The median value is reported below each
box plot.

interquartile distance in Dice (IQR: 0.15), and is very close to the other algo-
rithms performance. Regarding lung patients, the four best-performing algo-
rithms for tumor tracking are UNET, DRPN, CSRT, TMDEM. For tracking
the lung, the best algorithms are UNET, BSP, DEM, TMDEM.

We compare the best-performing algorithms on each metric with the in-
terobserver results. Regarding the liver patients, the observers have a bet-
ter Dice score (p < 0.05), and there are no statistically significant differ-
ences for centroid distance, Hausdorff distance, and mean contour distance
(p > 0.05). Regarding the lung patients, the observers have worse Hausdorff
distance (p < 0.05), and there are no statistically significant differences for
Dice, centroid distance, and mean contour distance (p > 0.05).

7.5 Discussion

Most of the previously reported tracking evaluations were made in a 1.5T
MRI scanner [Gou et al., 2014, Shi et al., 2014, Paganelli et al., 2015, Zachiu
et al., 2015, Fast et al., 2017, Seregni et al., 2018] (see Table 7.1). The only
reported studies with an MRI scanner with a lower field (0.35T) are Mazur
et al. [Mazur et al., 2016], and Friedrich et al. [Friedrich et al., 2021]. This
study also uses images acquired at 0.35T. An MR image from a scanner with a
lower field offers a lower signal-to-noise ratio, representing a more challenging
condition for tumor tracking.

Regarding the simulation conditions, Figure 7.1 depicts the accumulated
results of all the variable conditions. For a general picture of how the algo-
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Figure 7.4: Results of tracking algorithms for the treatment dataset of liver pa-
tients. Cine-MRI (sagittal-bSSFP) sequences capture breathing motion during
breath-hold treatment. The median value is reported below each box plot.

rithms perform with variable motion and noise, see Supplementary Material
Appendix G. Simulation Extended Results. We observe better performance
of DIR algorithms (DEM and BSP). DIR algorithms are more suitable for
noisy conditions. The reason is that regularization maintains consistency at
the global level. The drawback is that for large motions, the limited opti-
mization steps to achieve real-time becomes a constraint. The TM, TMDEM,
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Figure 7.5: Results of tracking algorithms for the treatment dataset of lung pa-
tients. Cine-MRI (sagittal-bSSFP) sequences capture breathing motion during
breath-hold treatment. The median value is reported below each box plot.

UNET10, and UNET algorithms show slightly lower accuracy to DEM and
BSP. However, these four algorithms perform better with the variable motion
amplitudes.

The interobserver analysis showed no statistically differences in tumor de-
lineation of liver patients versus lung patients (p > 0.05). Consistently, the
best algorithms perform similarly in both scenarios (p > 0.05). Comparing
the interobserver performance with the best algorithms, observers show only
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inferior performance in terms of Hausdorff distance for lung patients. The
reason is that Hausdorff distance is a metric for detecting outliers in contour
distance, and any failure is heavily considered.

Regarding tumor tracking on the treatment data, we identify that UNET,
TMDEM, and CSRT algorithms perform consistently better. A disadvantage
of the UNET algorithm is the training time. The required time of training
for in-room treatment could be excessive. In this sense, a good alternative
is TMDEM, a ready-to-use algorithm for tumor tracking with good accuracy
and time performance.

Deformable image registration is a suitable algorithm to solve unexpected
deformations from out-of-plane motion. For instance, we observe the better
accuracy of DEM and BSP for tracking organs that deform more than tumors
where the structure is geometrically simpler. The BSP algorithm has slightly
superior accuracy than DEM in simulation and treatment but does not fulfill
the real-time constraint to work on MR-linacs at 250 ms (4 fps).

To the best of our knowledge, our DEM algorithm is the first real-time
deformable registration algorithm to achieve less than 250 ms of performance,
i.e., 112.7 ms (8.9 fps). Our BSP algorithm performs at 746.8 ms (1.3 fps). In
comparison, the BSP method presented by Fast et al. run at 500 ms (2 fps),
and the method presented by Friedrich et al. run at 1300 ms (0.77 fps). New
MR-Linacs are evolving with higher acquisitions rates [Paganelli et al., 2018],
and therefore, faster and robust tracking algorithms are relevant.

TM and TMDEM algorithms perform consistently well for simulation and
treatment data. TMDEM represents an improvement due to the extra step to
deform the local area. Computational time does not increase significantly be-
cause the registration is made on a small area and with a reduced optimization
setup compared to the full-scale DEM algorithm.

MIL and KCF algorithms were inadequate for tumor and organ track-
ing. CSRT offers tracking with fewer outliers for liver and lung patients, low
interquartile distance in Dice (IQR: 0.15), and is very close to the best algo-
rithms performance for the treatment data. This is because CSRT updates
the bounding box scale and keeps track of the foreground and background
histograms.

DRPN performs better for the treatment data compared to simulation.
Its performance is acceptable considering that DRPN was trained with a set
of outdoors and indoors objects and not specifically with tissue or organs.
A domain adaptation training [Wang and Deng, 2018] can improve DRPN
performance with medical images. Retraining DRPN is out of the scope of
this evaluation and is worth considering in further studies.

Object tracking in computer vision is a rapidly evolving field with several
new proposals per year [Ciaparrone et al., 2020]. As we showed with our
evaluation, algorithms such as CSRT and DRPN a worth considering for tumor
tracking.
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7.6 Conclusion

We extensively evaluated tracking algorithms for tumors and organs on 2D
sagittal Cine-MRIs. The evaluation included multiple liver patients and vari-
ant conditions with simulation data and the most challenging conditions for
lung and liver patients with treatment data. Our study includes only au-
tomated tumor tracking algorithms that use a single reference. The algo-
rithms with superior accuracy and time performance are UNET, TMDEM,
DEM, and CSRT. All the algorithms code is open source and available at
https://github.com/josetascon/tracking-tissue.
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7.7 Appendix

Appendix A. Simulation Description

We use our patient-specific Cine-MRI simulator [Tascón-Vidarte et al., 2021].
The system is capable to generate a Cine-MRI with simulated ground truth
contours of the desired organs using pre-treatment images. The study vali-
dated that the simulation represent breathing motion. The input images are
a 4DCT scan and an MR with organ contours. The video simulator has the
following input parameters: video time, frames per second, breathing cycle
time, breathing amplitude, and additive noise.

For our study we create 12 Cine-MRIs videos per patient for a total of
84 Cine-MRI sequences. The input parameters values are: video time = 80s,
frames per second = 4, breathing cycle is patient-specific obtained from 4DCT
respiratory signal (range 3 − 5.8s). The breathing amplitude is varied with
values 1.0, 1.5, 2.0, or random (range 1.0− 2.0). The noise is varied between
none, Gaussian and Rician. Gaussian and Rician noise applied in all the tests
are equivalent to 20% of added noise. Videos 1 to 4 vary in amplitude without
noise, videos 5 to 8 vary in amplitude with Gaussian noise, and videos 9 to
12 vary in amplitude with Rician noise. Video 1 is the most representative
as it has the default and control conditions. Table 7.2 describe the variable
parameters.

https://github.com/josetascon/tracking-tissue
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Video Breathing Amplitude Noise

1 1.0 None
2 1.5 None
3 2.0 None
4 Random None
5 1.0 Gaussian
6 1.5 Gaussian
7 2.0 Gaussian
8 Random Gaussian
9 1.0 Rician
10 1.5 Rician
11 2.0 Rician
12 Random Rician

Table 7.2: Cine-MRI videos and their corresponding breathing amplitude and
noise parameters

Appendix B. Algorithms

The tracking algorithms cover three strategies: deformable image registration
(DIR), object tracking, and image segmentation. The DIR algorithms find a
transformation between the reference and each input image from the Cine-
MRI. The resulting transform is then applied to the reference tumor mask to
obtain the predicted mask. Computer vision proposals solved object tracking
with a group of algorithms called tracking by detection. Here a classifier model
locates the object, and then a model update is produced for each frame. A
bounding box represents the object’s location within the image. In our case,
we desire the tumor mask, and therefore we transform the reference tumor
mask to fit the output bounding box. The segmentation algorithms work
as individual trackers running in parallel for the organ and the tumor. The
segmentation algorithms are pre-trained first and afterward only use the input
image intensities to predict the masks.

All the algorithms code is open source and available at https://github.
com/josetascon/tracking-tissue. We extended the details of the first four
algorithms for reproducibility purposes and because they provide the back-
ground of our proposed method TMDEM.

Demons registration (DEM)

The demons algorithm is a DIR algorithm based in optical flow [Thirion, 1998].
The diffeomorphic demons algorithm is an extension of the original algorithm
with a constraint to the transformation to be diffeomorphic [Vercauteren et al.,
2009].

A registration problem is defined as: Having a fixed image I0(x) and a

https://github.com/josetascon/tracking-tissue
https://github.com/josetascon/tracking-tissue
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moving image I1(x) find the spatial transformation ϕ(x) between them. The
transformation is typically a deformation vector field defined as:

ϕx : ϕ(x) = x + u(x) (7.1)

Where x are the spatial coordinates (in Rd) and u(x) are the displacement
vectors.

A registration algorithm solves a cost function E with a similarity metric
EM and regularization ER components. An optimization routine will find the
transformation ϕ(x) parameters. The mathematical expression is:

arg min
ϕ(x)

E = EM(I0, I1 ◦ ϕ(x)) + ER(ϕ(x)) (7.2)

Where:

xj ε Ωj , Ωj ⊂ Rd, j = 0, 1

Ij : Ωj → R, ϕ(x) : Ω0 → Ω1

The demons algorithm can be considered as an approximation of a second
order gradient descent on the sum of square of intensity differences (similar-
ity metric) criterion [Pennec et al., 1999] with Gaussian regularization. The
deformation field for demons algorithm has an update:

F (∇E(ϕx)) ≡ (I0 − I1(ϕx))∇I1(ϕx)

‖∇I1(ϕx)‖2 + (I0 − I1(ϕx))2
(7.3)

The iterative process to update the transformation ϕ(x) is defined as:

compute : u(x) = F (∇E(ϕx))

fluid update : u(x)← Gσf ∗ u(x)

diffeomorphic : ϕ(x)′ ← exp(u(x))

diffusion update : ϕ(x)← Gσd ∗ ϕ(x)′

(7.4)

Where G refers to a Gaussian kernel. The expression exp() refers to the
intrinsic update on the Lie group of diffeomorphisms. For more details please
refer to Vercauten et al. [Vercauteren et al., 2009].

We select a multi-resolution framework with three levels (8,4,2). We limit
to iterations to (120,100,800) for each level to achieve real-time performance.
The diffusion update has smoothing Gaussian sigma of 2.5 for each iteration.
We do not apply the fluid update.

B-spline registration (BSP)

The B-splines transformation approximate the dense displacement u(x) of
equation 7.1 as:
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u(x) =
3∑
i=0

3∑
j=0

3∑
k=0

βxβyβzci,j,k (7.5)

Where c are control points that parametrize the transformation. The B-
spline transform order is three (3) and grid size 8mm. The similarity metric
of our B-splines algorithm is the sum of squared differences defined as:

EM := SSD =
1

N

n∑
xεΩ0

(I0(x)− I1 ◦ ϕ(x))2 (7.6)

We use an explicit B-splines regularization [Tustison et al., 2013] imple-
mented with ITK [ITK, 2021]. The optimizer is LBFGS. A multi-resolution
framework is selected with two levels (8,4) and corresponding smoothing sig-
mas (1,0). We limit to 30 iterations on each level to achieve real-time perfor-
mance.

Template Matching (TM)

Template matching consists in defining a template and a comparing metric to
determine the best location of the template in the input image by searching
viable locations within the search image. The metric for comparison is cross-
correlation defined as:

CC(I0, I1, ϕ(x)) =

(
n∑

xεΩ0

(I0(x)− Ī0) · (I1 ◦ ϕ(x)− Ī1)

)2

n∑
xεΩ0

(I0(x)− Ī0)2 ·
n∑

xεΩ0

(I1 ◦ ϕ(x)− Ī1)2

(7.7)

First, we extract the template bounding box with coordinates x0 from
the tumor or the organ mask, adding 10 pixels per side. Next, we select a
search window of 20 pixels around the target and run the metric in the search
region. The minimum value is selected. The search will find the coordinates
z = x0 + (i, j)T . The search process is expressed as:

arg min
z

W = CC(Ibox0 , Ibox1 ,x0 + (i, j)T ) for i = −20, .., 20; j = −20, .., 20

(7.8)
Where Ibox ⊂ I, is the image subset extracted from the larger image with

the bounding box. After finding the bounding box coordinates in the input
image a mask with the tumor or organ is created with the estimated location.

Template Matching with Demons Algorithm (TMDEM)

We propose a new algorithm based on template matching for global tracking
combined with demons deformable image registration for local refinement.
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The TM works as described in equation 7.8. After finding the bounding

box location we extract the subset images Ibox0 , I
box(z)
1 . We run the demons

algorithm of equation 7.4 using the subsets images. The found transformation
is applied to the mask located at the estimated bounding box. The demons
algorithm works with two pyramid levels (2,1) and limited iterations per level
(100,80).

Appendix C. Metrics

We use four metrics to compare the accuracy of the tracking algorithms. First,
the Dice Similarity Coefficient, which serves to quantify the whole segmented
structure. Second, the centroid distance, which quantifies the algorithm’s abil-
ity to follow the tumor’s center of mass (COM). Third, the Hausdorff distance,
which provides a measurement for detecting significant contour disagreement.
And fourth, the mean contour distance also known as mean distance to agree-
ment, which offers an average measurement of the organ contours distance.
We apply the same metrics for the inter-observer analysis. Each metric is
described below.

The Dice Similarity Coeffient (DSC) is defined as:

DSC(X,Y ) ≡ 2|X ∩ Y |
|X|+ |Y |

(7.9)

where X is a control segmentation structure and Y is the estimated structure.
The centroid distance is defined as:

dcom(X,Y ) ≡ ‖Xcom − Ycom‖ (7.10)

where Xcom is the control structure center of mass and Ycom the estimated
structure center of mass.

The Hausdorff distance is defined as:

dH(X,Y ) ≡ max

{
max
x∈AX

(
min
y∈BY

‖(x− y)‖
)
, max
y∈BY

(
min
x∈AX

‖(y − x)‖
)}

(7.11)
where x is a point in the contour AX related to structure X, and y is a

point in the estimated contour BY related to structure Y .
The mean contour distance is defined as:

dH(X,Y ) ≡ max

{
mean
x∈AX

(
min
y∈BY

‖(x− y)‖
)
, mean
y∈BY

(
min
x∈AX

‖(y − x)‖
)}
(7.12)

Appendix D. Quantitative Results
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Region Method
Dice Centroid Distance [mm] Hausdorff distance [mm] Mean contour distance [mm]

Median P5% Median P95% Median P95% Median P95%

Tumor

BASE 0.57 0.02 5.67 16.41 8.00 18.24 1.19 7.27
KCF 0.66 0.13 3.21 12.45 6.00 14.30 0.72 4.69
UNET10 0.73 0.52 1.04 3.03 4.23 9.01 0.43 0.98
UNET 0.71 0.52 1.65 4.15 5.59 46.82 0.53 2.05
TM 0.77 0.45 1.30 4.19 4.45 8.86 0.37 1.38
TMDEM 0.79 0.23 1.43 4.46 4.39 8.86 0.37 2.45
CSRT 0.73 0.00 2.53 87.15 5.52 88.57 0.54 72.78
DRPN 0.25 0.00 11.08 62.39 16.00 65.49 3.86 51.76
MIL 0.63 0.00 3.93 28.69 6.68 32.14 0.88 20.11
DEM 0.80 0.14 1.78 11.04 4.00 12.96 0.36 4.08
BSP 0.77 0.03 2.26 13.71 4.45 23.46 0.45 7.52

Liver

BASE 0.92 0.80 6.15 16.31 10.16 18.65 0.26 1.38
KCF 0.94 0.90 4.07 8.04 8.00 13.35 0.16 0.40
UNET10 0.97 0.93 0.80 2.16 4.96 9.69 0.05 0.16
UNET 0.96 0.92 1.33 3.42 6.00 16.03 0.07 0.24
TM 0.96 0.93 1.18 2.97 6.00 10.52 0.08 0.22
TMDEM 0.97 0.93 0.98 2.73 5.52 9.69 0.06 0.18
CSRT 0.90 0.60 4.80 23.73 11.46 44.67 0.32 4.62
DRPN 0.82 0.59 12.22 30.57 21.07 42.20 1.09 5.25
MIL 0.95 0.90 3.05 8.21 7.88 13.03 0.13 0.41
DEM 0.96 0.89 1.92 9.21 6.13 14.03 0.08 0.46
BSP 0.97 0.89 0.96 8.62 5.52 20.84 0.05 0.63

Table 7.3: Simulation quantitative results. Algorithms’ accuracy in terms
of median values and percentile for each metric. The two best performing
algorithms in bold.
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Region Method
Dice Centroid Distance [mm] Hausdorff distance [mm] Mean contour distance [mm]

Median P5% Median P95% Median P95% Median P95%

Tumor
or

surrogate

BASE 0.29 0.00 5.16 24.68 5.72 25.57 1.21 18.00
KCF 0.41 0.00 3.09 19.07 4.29 20.07 0.99 13.76
UNET 0.77 0.48 1.24 8.68 3.08 59.70 0.23 5.71
TM 0.77 0.45 1.08 4.22 2.24 6.41 0.20 0.95
TMDEM 0.78 0.45 0.93 3.61 2.00 5.77 0.18 0.70
CSRT 0.76 0.58 1.28 3.96 2.09 7.01 0.21 0.79
DRPN 0.63 0.06 1.85 8.14 3.72 11.87 0.42 5.59
MIL 0.41 0.00 4.08 30.81 5.67 32.06 1.23 22.70
DEM 0.68 0.11 1.82 6.06 3.43 14.82 0.37 2.87
BSP 0.64 0.00 2.02 14.13 3.04 19.85 0.40 5.91
OBS 0.84 0.63 0.95 2.91 3.00 6.34 0.20 0.59

Liver

BASE 0.90 0.42 3.58 25.65 6.71 29.04 0.18 7.08
KCF 0.91 0.41 3.54 27.98 6.74 30.58 0.16 7.71
UNET 0.95 0.87 0.99 10.75 4.47 81.80 0.06 3.04
TM 0.93 0.70 1.54 13.32 5.05 16.90 0.10 2.05
TMDEM 0.94 0.72 1.16 11.95 4.00 16.90 0.07 1.72
CSRT 0.92 0.85 1.39 3.17 5.06 9.25 0.10 0.32
DRPN 0.88 0.76 3.39 10.19 6.96 14.38 0.23 1.04
MIL 0.92 0.28 1.58 34.56 4.95 37.97 0.11 11.93
DEM 0.95 0.74 1.00 12.98 3.81 27.51 0.06 1.98
BSP 0.95 0.85 1.03 3.55 4.08 25.69 0.06 0.44
OBS 0.96 0.91 1.37 3.99 7.00 17.29 0.09 0.24

Table 7.4: Treatment quantitative results for liver patients. Algorithms’ ac-
curacy in terms of median values and percentile for each metric. The two best
performing algorithms in bold.

Region Method
Dice Centroid Distance [mm] Hausdorff distance [mm] Mean contour distance [mm]

Median P5% Median P95% Median P95% Median P95%

Tumor

BASE 0.23 0.00 4.07 15.61 4.94 16.61 1.96 8.99
KCF 0.49 0.00 2.36 14.08 4.24 15.50 0.67 8.00
UNET 0.82 0.61 0.74 2.12 1.80 32.43 0.14 0.48
TM 0.77 0.42 1.43 4.70 2.50 6.92 0.23 1.29
TMDEM 0.76 0.48 0.99 4.02 2.00 6.21 0.19 0.97
CSRT 0.78 0.45 1.13 4.09 2.00 6.07 0.18 0.91
DRPN 0.80 0.00 0.91 17.63 1.80 19.43 0.16 12.07
MIL 0.65 0.00 2.12 17.73 3.10 18.55 0.41 12.67
DEM 0.70 0.00 1.47 8.62 2.69 9.56 0.28 5.29
BSP 0.74 0.42 1.34 3.71 2.62 7.40 0.27 1.03
OBS 0.82 0.66 1.28 4.18 3.16 8.52 0.25 0.84

Lung

BASE 0.92 0.82 3.68 12.99 10.50 31.36 0.21 1.38
KCF 0.91 0.82 4.17 12.20 12.63 30.39 0.29 1.29
UNET 0.97 0.94 0.75 3.22 5.01 49.84 0.03 0.37
TM 0.92 0.82 2.45 11.20 10.10 29.77 0.18 1.15
TMDEM 0.95 0.85 1.52 11.84 8.01 52.85 0.07 0.79
CSRT 0.91 0.80 1.74 10.19 9.03 30.40 0.16 1.24
DRPN 0.87 0.76 4.39 11.94 11.78 53.86 0.42 1.27
MIL 0.91 0.82 2.76 7.05 10.03 25.83 0.20 0.92
DEM 0.96 0.92 1.04 7.48 5.95 28.07 0.05 0.35
BSP 0.96 0.94 0.85 3.31 4.92 22.69 0.04 0.25
OBS 0.97 0.94 1.19 3.32 9.43 17.12 0.07 0.16

Table 7.5: Treatment quantitative results for lung patients. Algorithms’ ac-
curacy in terms of median values and percentile for each metric. The two best
performing algorithms in bold.
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Appendix F. Statistical Analysis

We used the Kolmogorov-Smirnov statistic to compare two samples [Massey Jr,
1951]. The null hypothesis is that two independent samples originate from the
same continuous distribution. If the p-values are lower than 0.05, we discard
the null hypothesis. We compare UNET10 versus UNET in simulation, in-
terobserver with liver versus lung patients, and the algorithms’ accuracy with
liver versus lung patients.

UNET10 versus UNET in simulation

Dice Centroid Distance Hausdorff distance Mean contour distance

Tumor
Statistic 0.16 0.22 0.22 0.17
P-value 3.06e-78 7.63e-142 3.43e-144 9.60e-86

Liver
Statistic 0.28 0.18 0.28 0.28
P-value 3.89e-228 7.38e-90 1.84e-221 1.13e-235

Table 7.6: Comparison of UNET10 and UNET in simulation. Statistic and
p-value using Kolmogorov-Smirnov test.

Interobserver liver versus lung patients

Dice Centroid Distance Hausdorff distance Mean contour distance

Statistic 0.16 0.18 0.17 0.17
P-value 0.10 0.04 0.07 0.05

Table 7.7: Interobserver comparison for liver and lung patients. Statistic and
p-value using Kolmogorov-Smirnov test. P-values lower than 0.05 in bold.

Algorithms versus themselves with liver and lung patients
Comparing all the algorithms in simulation and treatment (liver and lung

patients)

In order to find the statistical differences among the algorithms we run
multiple hypothesis tests with Kruskal–Wallis method [Corder and Foreman,
2011], followed by pairwise analysis using Dunn test [Dunn, 1964] with Ben-
jamini–Hochberg correction [Benjamini and Hochberg, 1995].

Regarding the pairwise comparison, since we have 11 independent samples
(9 algorithms, BASE and OBS), we show the results as a significance plot or
a 11 × 11 matrix with a heatmap for easy interpretation. The plot depict if
the p-values are lower than 0.001, 0.01, 0.05 or greater than 0.05 in dark blue,
blue, light blue and red respectively. The results are shown in Figure 7.6, 7.7
and 7.8 for simulation, liver patients and lung patients respectively.
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Dice Centroid Distance Hausdorff distance Mean contour distance

BASE 0.23 0.08 0.12 0.05
KCF 0.08 0.05 0.16 0.05
UNET 0.05 1.90e-05 1.90e-05 3.19e-03
TM 0.51 0.51 0.87 0.4
TMDIR 0.87 0.64 0.51 0.99
CSRT 0.12 0.4 0.16 0.12
DRPN 2.24e-08 1.03e-03 5.61e-04 5.72e-08
MIL 3.43e-07 2.99e-04 2.99e-04 3.93e-05
DIR 0.23 0.51 0.12 0.31
BSP 1.83e-03 3.19e-03 0.08 5.61e-04
OBS 0.1 0.04 0.07 0.05

Table 7.8: Comparison of algorithms’ accuracy with themselves for liver and
lung patients. P-values using Kolmogorov-Smirnov test. P-values lower than
0.05 in bold.

Dice Centroid Distance Hausdorff distance Mean contour distance

Tumor Statistic 1.50e+04 2.41e+04 1.56e+04 1.82e+04
Tumor P-value 1.80e-78 2.45e-53 8.11e-42 5.60e-72
Liver Statistic 3.55e+04 3.75e+04 3.07e+04 3.60e+04
Liver P-value 6.70e-52 6.94e-31 2.33e-32 8.80e-48

Table 7.9: Kruskal–Wallis statistic of simulation. The p-values lower than
0.001 indicate that there are statistical differences among the algorithms.

Dice Centroid Distance Hausdorff distance Mean contour distance

Tumor* Statistic 3.35e+02 2.46e+02 1.37e+02 2.53e+02
Tumor* P-value 7.71e-66 3.83e-47 1.81e-24 1.46e-48
Liver Statistic 2.44e+02 1.72e+02 7.74e+01 1.36e+02
Liver P-value 9.18e-47 1.00e-31 1.59e-12 2.32e-24

Table 7.10: Kruskal–Wallis statistic of liver patients. The p-values lower than
0.001 indicate that there are statistical differences among the algorithms. *
Tumor or surrogate.

Dice Centroid Distance Hausdorff distance Mean contour distance

Tumor Statistic 1.63e+02 1.61e+02 1.29e+02 1.36e+02
Tumor P-value 6.20e-30 1.87e-29 7.02e-23 2.62e-24
Lung Statistic 3.70e+02 2.77e+02 1.04e+02 2.94e+02
Lung P-value 2.25e-73 9.12e-54 1.00e-17 2.43e-57

Table 7.11: Kruskal–Wallis statistic of lung patients. The p-values lower than
0.05 indicate that there are statistical differences among the algorithms.
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Figure 7.6: Significance plot with pairwise comparisons of algorithms and
reference (BASE) for simulation. We depict in red color that there are no
statistical significant differences between the samples (p > 0.05). Statistical
significant differences are shown in three blue colors, defined as: dark blue
p < 0.001, blue p < 0.01, and light blue p < 0.05.
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Figure 7.7: Significance plot with pairwise comparisons of algorithms, refer-
ence (BASE), and interobservers (OBS) for the treatment liver patients. We
depict in red color that there are no statistical significant differences between
the samples (p > 0.05). Statistical significant differences are shown in three
blue colors, defined as: dark blue p < 0.001, blue p < 0.01, and light blue
p < 0.05.
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Figure 7.8: Significance plot with pairwise comparisons of algorithms, refer-
ence (BASE), and interobservers (OBS) for the treatment lung patients. We
depict in red color that there are no statistical significant differences between
the samples (p > 0.05). Statistical significant differences are shown in three
blue colors, defined as: dark blue p < 0.001, blue p < 0.01, and light blue
p < 0.05.
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Appendix G. Simulation Extended Results

Figure 7.9: Algorithms accuracy with simulation video 1. Simulation of free-
breathing motion without varying motion amplitude and without noise.

Figure 7.10: Algorithms accuracy with simulation video 2. Simulation of free-
breathing motion with motion amplitude 1.5 times and without noise.
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Figure 7.11: Algorithms accuracy with simulation video 3. Simulation of free-
breathing motion with motion amplitude 2.0 times and without noise.

Figure 7.12: Algorithms accuracy with simulation video 4. Simulation of free-
breathing motion with random motion amplitude (range from 1.0 to 2.0 per
breathing cycle) and without noise.
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Figure 7.13: Algorithms accuracy with simulation video 5. Simulation of free-
breathing motion without varying motion amplitude and adding Gaussian
noise.

Figure 7.14: Algorithms accuracy with simulation video 6. Simulation of free-
breathing motion with motion amplitude 1.5 times and adding Gaussian noise.
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Figure 7.15: Algorithms accuracy with simulation video 7. Simulation of free-
breathing motion with motion amplitude 2.0 times and adding Gaussian noise.

Figure 7.16: Algorithms accuracy with simulation video 8. Simulation of free-
breathing motion with random motion amplitude (range from 1.0 to 2.0 per
breathing cycle) and adding Gaussian noise.
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Figure 7.17: Algorithms accuracy with simulation video 9. Simulation of free-
breathing motion without varying motion amplitude and adding Rician noise.

Figure 7.18: Algorithms accuracy with simulation video 10. Simulation of
free-breathing motion with motion amplitude 1.5 times and adding Rician
noise.
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Figure 7.19: Algorithms accuracy with simulation video 11. Simulation of
free-breathing motion with motion amplitude 2.0 times and adding Rician
noise.

Figure 7.20: Algorithms accuracy with simulation video 12. Simulation of
free-breathing motion with random motion amplitude (range from 1.0 to 2.0
per breathing cycle) and adding Rician noise.



Chapter 8

Summary and Discussion

8.1 Summary

This thesis presented six novel aspects related to real-time deformable image
registration and tumor tracking.

A high performance library for medical image registration (Chapter 4).
The library includes a real-time deformable image registration algorithm that
is reported to be the first DIR algorithm at a full imaging scale to accomplish
the real-time performance under the constraint of four frames per second for
tumor tracking. The algorithm is proven and tested over multiple conditions
and scenarios in radiotherapy (Chapter 5, 7, 6). The code is open source and
publicly available at https://github.com/josetascon/imart.

A pipeline for simulation of 2D Cine-MRI with the underlined delineations
of organs and tumors (Chapter 5). The advantage of using synthetic Cine-
MRIs is that we generate a simulated sequence with a ground truth seg-
mentation and control the breathing motion. Unfortunately, medical imag-
ing data is limited, and ground truth is manually intensive. However, pre-
treatment images are typically available, and the proposed system takes full
advantage of this. The code is open source and publicly available at https:

//github.com/josetascon/cinemri-simulation.

A comprehensive evaluation of real-time tumor tracking algorithms (Chap-
ter 7). The evaluation incorporates the most challenging conditions for tumor
tracking with simulation and treatment Cine-MRIs. We summarized the eval-
uation conditions of our study compared to previous work in Table 7.1. The
simulation allows variable motion and added noise. The treatment data was
acquired during motion after breath-holding and with a low magnetic field
MR device (0.35T), i.e., a lower signal-to-noise ratio. Additionally, our study
includes only automated tumor tracking algorithms that use a single reference
image as the normal condition in clinical practice. In contrast, previous stud-
ies [Fast et al., 2017,Friedrich et al., 2021] use ten templates images that sup-
pose longer waiting times for patients on the couch during treatment. Finally,
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we included state-of-the-art medical imaging and computer vision algorithms
in our comparison. All the evaluated algorithms’ code is publicly available at
https://github.com/josetascon/tracking-tissue.

A UNET algorithm trained with a single image. Although UNET is a
well-established algorithm in medical imaging [Ronneberger et al., 2015], this
approach to train with a single image using augmentations is novel. We used
the simulation dataset to compare the accuracy with UNET10, a conventional
UNET trained with ten images (similar to [Friedrich et al., 2021]). The results
showed that UNET is relatively close to UNET10 in terms of median values
accuracy (DiceP5%

0.52 and 0.5 respectively). The proposed training strategy
fulfills the automation requirement of the clinical setting without a drastic
loss of accuracy.

A novel algorithm for tumor tracking named TMDEM. We proposed an
algorithm based on template matching for global tracking combined with
demons deformable image registration for local refinement. The template
matching algorithm had acceptable accuracy for tumor tracking, and there-
fore, we aim to improve it to support out-of-plane deformations during breath-
ing motion. The result is one of the most accurate algorithms for tumor
tracking in Chapter 7. The average computational time is 18.8 ms (53.3 fps),
corresponding to the nine algorithms’ fourth place and an adequate frame rate
for real-time tracking in radiotherapy (> 4fps).

The first evaluation of multiple-organ tracking (Chapter 6). Previous
studies in radiotherapy with MR-Linacs have focused only on tumor track-
ing [Cervino et al., 2011, Gou et al., 2014, Shi et al., 2014, Paganelli et al.,
2015, Yun et al., 2015, Zachiu et al., 2015, Fast et al., 2017, Seregni et al.,
2018,Garau et al., 2019,Friedrich et al., 2021]. To the best of our knowledge,
our study is the first implementation and evaluation of tracking with multiple
organs in real-time. We exploit multiple tracking to proposed gating control
signals useful for image-guided radiotherapy and beam control. The signals
are very convenient to improve dose delivery and reduce organs-at-risk for
tumors located close to the edge of an organ (e.g., liver or lung tumors close
to the diaphragm).

8.2 Discussion and Conclusion

This thesis focused on achieving real-time deformable image registration. For
this purpose, we selected tumor tracking in Cine-MRI as the application. The
comprehensive review of medical image registration in Chapter 2 determined
our goal to improve the performance of an intensity-based DIR with a varia-
tional approach.

A clear advantage of a variational approach is that it generalizes better for
different fields of view. For example, if a patient has a condition where the
tracking is more convenient to perform in the coronal plane (e.g. [Tryggestad

https://github.com/josetascon/tracking-tissue
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et al., 2013, Gou et al., 2014, Fast et al., 2017, Garau et al., 2019]), the DIR
variational approach is guaranteed to work. In contrast, if the deep learning
approach is trained only with sagittal images, it is not guaranteed that the
algorithm would perform well.

We did not evaluate deep learning algorithms for real-time deformable
image registration. Considering the tracking application that we wanted to
solve, the deep learning approach would require a significant amount of data
unavailable in our project. Furthermore, there is a high risk of falling due to
a lack of generalization of the deformable transformations. One reason is that
the tumor shapes may vary significantly from patient to patient. Another
reason is that the field of view in the thorax of a training dataset will not be
sufficient to cover multiple tracking locations.

The DaSiamRPN (DRPN) algorithm [Li et al., 2018] evaluated in Chapter
7 is the best example of why deep learning approaches fail to generalize. The
algorithm was designed as a general object tracking algorithm and trained with
thousands of images of everyday indoor and outdoor objects. Nevertheless, we
demonstrated that an object tracking algorithm with a variational approach
like CSRT [Lukezic et al., 2017] generalizes better after being tested with
organs. This situation supports our decision to improve the performance of
variational approaches for DIR rather than selecting a deep learning approach.

A difficulty with an intensity-based DIR algorithm is that the accuracy
in low contrast organs such as the liver has been sparsely studied. The fi-
nite element model-based DIR proposed by Brock et al. [Brock et al., 2005]
is the only algorithm to be extensively evaluated in CT with low contrast or-
gans [Brock et al., 2006, Velec et al., 2012, Velec et al., 2017]. The MIDRAS
study [Brock et al., 2010] compared several algorithms for the abdomen and
the liver with only one 4DCT scan. Finite element model-based DIR meth-
ods seem to perform slightly better than intensity-based algorithms for the
liver. The drawback is that one patient is not representative of the general
performance of the algorithms. An advantage of intensity-based DIR is that
it computes registration without prior information or preprocessing. In con-
trast to the finite element model-based DIR that requires organ segmentation,
surface mesh conversion, boundary conditions, and manual parametrization of
material properties [Brock et al., 2005]. In Chapter 3 we demonstrated that
an intensity-based DIR algorithm is accurate within the desired resolution
for radiotherapy [Brock et al., 2017]. These results encouraged our real-time
implementation of an intensity-based algorithm.

We initiated the tumor tracking application, considering how to evaluate
the algorithms. Thus, we formulated a study that includes simulation and
treatment data. We designed a platform and a methodology to easily evalu-
ate tracking algorithms on synthetic Cine-MRI with simulated ground truth
segmentations. The video simulator does not require any training data and
works only with pre-treatment images. A limitation of our Cine-MRI simula-
tor is that the breathing model uses a single respiratory cycle from the 4DCT
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scan. However, the breathing model overcomes this by composing transforma-
tions that are time interpolated. Time interpolation guarantees that different
patterns arise due to asynchrony between the patient’s breathing cycle and
sampling times. Furthermore, since we modeled with full 3D images and then
created the 2D Saggital MR, we incorporated the desired out-of-plane motion,
which is the main challenge for tracking algorithms. Overall, our goal is not
to create a perfect breathing model but to facilitate challenging experiments
to evaluate tumor tracking algorithms.

Regarding the treatment data used in Chapter 7, we included five liver
and five lung patients. We used three Cine-MRI sequences per patient (3
fractions) for a total of 30 Cine-MRI sequences. In addition, two imaging
experts performed manual delineations of the organs and the tumor using the
same protocol. The dataset used in Chapter 6 is a subset of this dataset
having two liver and two lung patients with a field of view that cover the lung
and the liver.

Concerning the whole treatment data, we had two liver patients where
the liver tumor was not visually identifiable for all the frames. A previous
study has also used a surrogate in the livers to evaluate tumor tracking [Pa-
ganelli et al., 2015]. Furthermore, the observers selected random frames for
ground truth delineations. Random selection reduces the load in the delin-
eation process. A previous study has also selected frames randomly to evaluate
tracking [Mazur et al., 2016]. To reduce the impact of these drawbacks in the
treatment data, we analyzed and contrasted the algorithms between the simu-
lation data and the treatment data and found consistencies in the performance
results.

Our studies (Chapter 6,7) only considered Cine-MRIs acquired in the
sagittal plane for two reasons. First, breathing movement and, consequently,
tumor motion mainly occurs in two axes, Anterior-Posterior and Superior-
Inferior [Seppenwoolde et al., 2002, Kitamura et al., 2003]. Second, most of
the patients treated in MR-Linacs occur in the sagittal plane [Paganelli et al.,
2018] and is the favored orientation in the literature to capture the significant
motion directions.

In terms of tumor tracking algorithms, we offered a comprehensive eval-
uation with the most significant number of algorithms (see Table 7.1). This
is a noteworthy contribution due to the lack of publicly available datasets or
benchmarks for tumor tracking with Cine-MRIs. Furthermore, the evaluated
algorithms themselves introduce some novelty. For instance, we are the first
to evaluate tumor tracking on Cine-MRIs with a collection of object track-
ing algorithms from the computer vision field. Moreover, our developed and
proposed high-performing DIR algorithms obtain notable results.

To the best of our knowledge, our high-performing demons algorithm
(DEM) is the first real-time deformable registration method at full imaging
scale to achieve less than 250 ms of performance, i.e., 112.7 ms (8.9 fps). We
implemented a B-spline algorithm (BSP) that performs at 746.8 ms (1.3 fps).
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In comparison, the BSP method presented by Fast et al. [Fast et al., 2017]
ran at 500 ms (2 fps), and the method presented by Friedrich et al. [Friedrich
et al., 2021] ran at 1300 ms (0.77 fps). New MR-Linacs are evolving with
higher acquisitions rates [Paganelli et al., 2018], and therefore, faster and
robust tracking algorithms are relevant. In this sense, our novel TMDEM
algorithm achieved an even better computational time of 18.8 ms (53.3 fps)
with adequate accuracy.

The template matching (TM) and TMDEM algorithms perform consis-
tently well for simulation and treatment data. TMDEM represents an im-
provement to TM due to the extra step to deform the local area. The compu-
tational time does not increase significantly because the registration is made
on a small area with a reduced optimization setup compared to the full-scale
DEM algorithm.

Regarding the tumor tracking with simulation data, we observed better
performance of DIR algorithms (DEM and BSP). DIR algorithms are more
suitable for noisy conditions. The reason is that regularization maintains con-
sistency at the global level. The drawback is that the limited optimization
steps to achieve real-time become a constraint for significant respiratory mo-
tion. The TM, TMDEM, and UNET algorithms show slightly lower accuracy
than DEM and BSP. However, these four algorithms perform better with the
variable motion amplitudes.

Regarding tumor tracking on the treatment data, we identify that UNET,
TMDEM, and CSRT algorithms perform consistently better. However, a dis-
advantage of the UNET algorithm is the training time. The required time of
training for in-room treatment could be excessive. In this sense, an alterna-
tive is our novel TMDEM, a ready-to-use algorithm for tumor tracking with
adequate accuracy and time performance.

In conclusion, we successfully designed, implemented, and tested a real-
time deformable image registration algorithm. We proved and applied the
algorithm to the tumor tracking problem in the context of image-guided ra-
diotherapy. We covered multiple and challenging conditions for a proper eval-
uation and compared several algorithms. A DIR algorithm for tumor and
organ tracking has acceptable results in terms of accuracy for radiotherapy.
We proposed a novel TMDEM algorithm that combines template matching
and deformable registration algorithms to balance performance and accuracy.
The results indicate that this algorithm is a prime choice for tumor tracking.
All the code produced in this thesis is publicly available to ensure its usage
and further deployment to other applications.

8.3 Future Prospects

The natural extension of our work is to deploy the high-performance DIR
algorithm, the proposed tracking algorithms, or the developed framework to
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other applications. For instance, real-time tracking with ultrasound images
[Cifor et al., 2013,De Luca et al., 2015,De Luca et al., 2018] or localization in
image-guided surgical procedures [Rivaz et al., 2014, Reaungamornrat et al.,
2016,Alam et al., 2018] are suitable applications.

The performance of DIR can be further improved with a sampling strat-
egy during optimization. For instance, ITK ( [ITK, 2021]) and some derived
frameworks (e.g. [ANTs, 2021,Elastix, 2021]) support two sampling strategies:
regular and random sampling. The regular sampling becomes convenient to
reduce the time but may create convergence problems to local minima. A ran-
dom sampling strategy enables the use of a stochastic gradient descent [Klein
et al., 2009b]. The disadvantage is that this optimization strategy requires
more iterations to converge. Nonetheless, a proper study of convergence and
sampling strategy similar to [Klein et al., 2007] should be performed.

The design of our IMART library allows us to test the high-performing
algorithms with alternative devices. This versatility comes from the OpenCL
and OpenMP support. Other devices such as FPGAs represent an excellent
alternative for testing [Waidyasooriya et al., 2018]. Furthermore, an extension
to support multiple processing devices (multi-node) simultaneously is attrac-
tive. The distributed memory design adopted by CLAIRE is a good example
and the groundwork of how to extend a high-performance DIR algorithm to
multiple devices [Mang et al., 2019].

A missing component of our work is to evaluate the performance of a deep
learning algorithm, e.g., [Yang et al., 2017b,Balakrishnan et al., 2019,de Vos
et al., 2019]. As mentioned earlier, generalization should be considered as the
main driving factor in the design. Our proposed simulator or augmentation
with Generative Adversarial Networks ( [Kazeminia et al., 2020]) can increase
and improve the training dataset for this purpose.

Tumor tracking with a variational approach offered adequate performance
and accuracy. A missing component is an object predictor based on positions
and the current velocity. A filter approach can incorporate a motion model
and integrate the current measurement [Chui et al., 2017]. The advantage of
breathing motion is that it has a cyclic movement pattern. In other track-
ing problems, the movement has to be considered all over the field of view.
Including this constraint in the tracking strategy can generate more accurate
algorithms.
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