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Abstract A new class of networked systems is emerging that involve very large numbers of small, low-power, wireless devices. We present findings from a large scale empirical study involving over 150 such nodes operated at various transmission power settings. The study reveals that even a simple epidemic protocol, flooding, can exhibit surprising complexity at scale. The instrumentation in our experiments permits us to separate effects at the various layers of the protocol stack. At the physical/link layer, we present statistics on packet loss, effective communication range and link asymmetry; at the MAC layer, we measure contention, collision and latency; and at the network/application layer, we analyze the structure of trees constructed using flooding. The data and analysis lay a foundation for a much wider set of algorithmic studies in this space.

1 Introduction

A new class of networked systems is emerging that involve very large numbers of small, low-power, wireless devices distributed over physical space. Today, numerous investigations in wireless sensor networks are utilizing hundreds of battery powered nodes that are perhaps a cubic inch in size [25, 34]. Laboratory studies have demonstrated nodes of a few cubic millimeters in volume, and we can certainly imagine many scenarios of computational fabrics, surfaces, and floating dust [6, 8]. The sheer number of devices involved in such networks and the resource constraints of the nodes - energy, storage, and processing - motivate us to explore extremely simple algorithms for discovery, routing, multicast, and aggregation. These algorithms should be localized, use minimal state, adapt to changes in structure, and have minimal communication cost. Our experience has been that these algorithms, while easy to build, often exhibit complex global behavior in real world settings. In particular, phenomena that may be side issues in typical wireless LAN environments become quite significant. In this paper, we provide a wealth of detailed empirical data from studies of relatively large scale wireless network configurations to serve as a basis for algorithm design in this emerging space. We utilize this data to analyze the complex behavior exhibited by a simple epidemic multicast mechanism. In particular, we isolate the various factors influencing the global behavior by separating out each primary level: the physical/link layer, medium access layer, and network/application layer. The data and analysis lay a foundation for a much wider set of algorithmic studies.

The paper is organized as follows: in Section 2 we outline epidemic algorithms and show that even a simple epidemic protocol, flooding, exhibits surprising complexity at scale. We highlight some of the related work in Section 3. We discuss the experimental platform in Section 4 and describe our experiments, our methodology for examining the results and the need for useful metrics in Section 5. This sets up our discussion of the experimental results showing physical and link layer effects (Section 6), medium access layer effects (Section 7), and network/application layer effects (Section 8). We discuss the implications of this epidemiological study for the design of protocols for large scale wireless networks in Section 9.

2 Epidemic Algorithms: Motivating Scenario

We use the phrase epidemic algorithms to refer to network protocols that allow rapid dissemination of information from a source through purely local interactions. In an epidemic algorithm, a message initiated from a source is rebroadcasted by neighboring nodes and extends outward, hop by hop, until the entire network is reached. Figure 1 shows the schema for message handling in a generalized epidemic protocol. As seen in this schema, in the most general case, each node that receives a message may
be induced by the content of the message to take some local action. It then makes a decision on whether or not it should re-transmit a message. This retransmitted message could be the same as the original message or some modified version thereof. **Flooding**, in which nodes always re-transmit the message upon first reception, is a simple example of an epidemic algorithm. Sophisticated forms of flooding include probabilistic, counter-based, distance-based, location-based, and cluster-based flooding techniques [2], [20], [21], in which the retransmissions of packets are inhibited in order to minimize redundancy.

Let $S$ be local state of node and $R$ a random number. If message $M_i$ is received for the first time, then

Take local action based on $M_i$: $S \leftarrow f_3(M_i, S)$.  
Compose message $M'_i = f_3(M_i, S)$.  
Make Boolean retransmit decision $D = f_3(S, R)$.  
If $D$ is yes, then

Transmit $M'_i$ to all neighbors.

Figure 1: Schema for message handling in a generic epidemic protocol

Such epidemic algorithms underly more sophisticated protocols, particularly in large scale multihop wireless networks, in which there may be a need for unattended operation. For example, they are used for single source-destination route discovery in reactive and hybrid ad hoc routing protocols [10], [11], [12]; for exploration in directed diffusion [43]; for multi-hop broadcast [2], [17]; for forming discovery trees [22]; for issuing network commands such as “sleep,” “wake up”; for changing network-wide parameters such as transmit power, and for multihop time synchronization [27].

In this study we focus on a simple epidemic protocol: flooding. Under idealized settings, one would expect a flood to ripple outward from the source in an orderly, uniform, fashion. Our results from a large-scale implementation of this protocol on real hardware show, however, that the global behavior of this simple protocol can be surprisingly complex. We now present a motivating example to support this point.

Figure 2 shows a sequence of snapshots from traces of an experiment to illustrate how a flood propagated over time\(^1\). 160 nodes are laid out in a 12x13 square grid on the ground as indicated by dots and a flood originates from the node located at the coordinates (5,0). When a node receives the flood message, it immediately rebroadcasts once and squelches further retransmissions. Redundancy is expected as every node responds in this manner.

There are several noteworthy indicators of non-uniform flood propagation. Instead of extending outward step-by-step, there were links that show the flood actually extends backward geographically towards the source. We call these **backward links**. An example of this can be seen in Figure 2(b) - the link between the node located at (6,3) and the node located at (6,2) is a backward link; Figure 2(c) also shows numerous backward links. In some instances, a flooding message is received over a large distance and creates what we call a **long link**, such as the links from the source near (5,0) to nodes at (1,1) and (2,3) in Figure 2(a). Finally, some nodes are missed by the flood even though neighboring nodes transmit messages, such as the node near (3,4) in Figure 2(c). We refer to these nodes as **stragglers**. If we look at the tree structure that evolves as the flooding proceeds, we notice that it exhibits a high clustering behavior: most nodes in the tree have few or no descendants, while a significant few have many children.

This simple example illustrates how such epidemic processes can exhibit complex behavior in a realistic setting. There are a number of factors across different layers that impact the dynamics of flooding. For example, the long links show that the cell region for each node is far from a simple disc (a physical/link level effect), and the stragglers are very likely left behind due to MAC-level collisions. In the following sections, we dissect the contributions of different layers to the behavior of flooding at scale. Our experimental observations provide valuable input into the design of more sophisticated multicast mechanisms for large scale wireless networks.

### 3 Related Work

There is currently a dearth of experimental measurements on the scaling of ad-hoc protocols. Prior experimental studies in this area have tended to focus on routing in wireless ad-hoc networks without addressing scaling for lack of large enough infrastructure. For example, [3] describes an experimental ad-hoc network with eight mobile nodes consisting of laptops and 802.11 cards driven around in a 300 x 700 m area. This test-bed is used to provide some results on the performance of dynamic source routing (DSR). Similarly, [4] describes an experimental testbed involving one desktop and five laptops with 802.11 cards, used to test the performance of the ad hoc on-demand distance vector (AODV) routing protocol. In [28], the performance of data aggregation in directed diffusion is tested on a sensor network consisting of 14 PC/104 nodes equipped with Radiometrix RPC modems. Some experimental work has sought to validate

---

\(^1\)The unmarked nodes in Figure 2 correspond to failed nodes in the experiment.
and test medium access protocols. An 11-node experimental setup using Berkeley motes is used to analyze the performance of an adaptive rate control mechanism for medium access in sensor networks in [30]. In [29], a small experimental setup consisting of 5 Berkeley motes is used to validate the performance of the proposed S-MAC protocol. Another small-scale experiment involving Berkeley motes for signal strength measurements is described in [31].

Most previous work on analyzing the behavior of routing protocols in large-scale multihop wireless networks has been done in simulation [32][43]. These studies are not entirely satisfactory because the realistic modelling of physical and link-layer characteristics in simulation settings is a very challenging problem, and the final validation of the protocol performance has to be in real settings.

We note that the phrase epidemic algorithms has been widely used in the context of replicated databases [5]. In this paper we have chosen to focus on a simple protocol for epidemic dissemination of information through a wireless network: flooding. This simple mechanism is also the subject of [2] which investigates the “broadcast storm” problem associated with flooding, showing both analytically and through simulations inefficiencies such redundancy, MAC-level contention and collision. To a large extent, our work in this paper provides real experimental support to the results in [2]. But, we go a step further in our work by examining the impact of physical/link layer non-idealities as well on the dynamic behavior of this simple epidemic protocol.

The authors in [2] also propose five schemes which alleviate the problem by inhibiting some nodes from rebroadcasting: probabilistic (which is similar to Gossip [20],[21]), counter-based, distance-based, location-based, and cluster-based. It can be seen that these schemes are essentially more sophisticated epidemic protocols as they fit the schema shown in Figure 1.

While epidemic algorithms have some advantages in the face of high mobility [17], they may incur relatively high redundancy. There are other mechanisms for broadcast information dissemination in multihop wireless networks. The SPIN protocols presented in [36] efficiently dissemi-
inate information among sensors in an energy-constrained multihop wireless sensor network by using meta-data negotiations to eliminate redundant signalling. A reliable broadcast service for wireless networks based on a multicluster architecture that is more efficient than flooding is described in [19]. There is also a line of work which has considered protocols involving the construction of an efficient minimum connected dominating sets within the network in order to perform broadcasts in wireless networks with optimal signalling costs [14], [15], [16].

4 Experimental Platform

The nodes used in these experiments are shown in Figure 4. Each node has a 4 MHz Atmel [23] processor with 8 kB of programming memory, and 512 B of data memory. The node is equipped with a 916 MHz, single channel, low power radio from RFM [24], capable of delivering 10 kbps of raw bandwidth using on off keying (OOK) modulation. The transmission power of the radio is dynamically tunable with different potentiometer (pot) settings as shown in Figure 3. For the rest of this paper, we use the mapping in Table 1 to refer to the potentiometer setting.

![Figure 3: RF output power at different power settings.](image)

<table>
<thead>
<tr>
<th>Potentiometer Setting</th>
<th>Legend</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>Very High</td>
</tr>
<tr>
<td>63</td>
<td>High</td>
</tr>
<tr>
<td>66</td>
<td>Medium</td>
</tr>
<tr>
<td>69</td>
<td>Low</td>
</tr>
<tr>
<td>72</td>
<td>Very Low</td>
</tr>
</tbody>
</table>

Table 1: Mapping between hardware potentiometer setting and legend

To avoid undesirable effects on transmission power due to unregulated voltage supply from the batteries, all nodes are equipped with fresh AA batteries before conducting all experiments. Furthermore, all nodes have the same antenna length with uniform vertical orientation. We should, however, note that perfect calibration of the radio hardware on our experimental nodes is difficult and thus even with the same nominal hardware settings, actual transmit power on different nodes can vary [38].

The TinyOS [25] platform provides the essential runtime system support. It includes a complete network stack with bit-level forward error correction, 16-bit CRC error checking, medium access control, network messaging layer, non-volatile storage, and timing capability. The default packet size is 38 bytes long, with a payload of 30 bytes. The medium access control protocol [30] is a variant of the simple carrier sense multiple access (CSMA) protocol [39]. It waits a random duration before each transmission and goes into random backoff if the channel is busy. The delay and backoff durations are randomly picked from a fixed interval between 6ms and 100ms. During backoff, the radio is actually powered off to save energy, but the tradeoff is that no communication is possible during that period. Unlike many MAC protocols such as IEEE 802.11 [41] which will drop packet transmission after a maximum number of backoffs, this MAC protocol keeps trying until it finds a clear channel.
5 Description of Experiments & Methodology

To understand the dynamics of epidemic algorithms, we conducted two separate sets of experiments. The first set focused on understanding the characteristics of links among all nodes in a large test bed. The second set focused on studying the dynamics of flooding over a similar test bed. Table 2 summarizes these two sets of experiments.

5.1 Experiment Set 1

For these experiments, 185 nodes were laid out over an open parking structure in a regular grid, with a grid spacing of 2 feet. The goal was to map the connectivity characteristics between all nodes at 16 different radio transmit power settings, in which nodes transmitted in sequence in response to commands sent by a base-station. The base-station issued commands to all nodes to control the experiment periodically and ensured that only one node would transmit at a time to eliminate collisions. For each transmit power setting, each node transmitted twenty packets, one node at a time. All packets were sent in sequence, 100ms apart. Receivers logged the transmitter’s ID, sequence number, and transmit power setting, which were embedded in the packet payload, into their local EEPROM storage.

Prior to the experiment, nodes were subject to a diagnostic test to detect unresponsive and failed nodes, and broken antennas. Sixteen of the nodes were removed, bringing the number down to 169, which was arranged in a 13 × 13 grid. A total of about 54000 (20 × 16 × 169) messages were transmitted in the system, allowing us to construct a map of packet loss statistics at each power level. Some of these power levels (pot setting < 60) were beyond the useful extent of the map, and results from these settings are omitted from the analysis. This entire set of experiments was conducted over a four-hour period.

5.2 Experiment Set 2

The second set of experiments involved 156 nodes over an open parking structure, under identical settings as the first. No obstacles were present in the immediate vicinity. The nodes were laid out in a 13 × 12 grid, again with a 2 ft. separation. The base-station was placed in the middle of the base of the grid. The base-station initiated flooding periodically, with the period long enough to let the flood settle down. Each node would rebroadcast a message only once upon first reception of a new flood. Eight different transmit power settings were chosen and 10 non-overlapping floods were issued at each setting.

Both the application and MAC layers logged necessary information to reconstruct the epidemic message propagation. At the application layer, the identifier of the node from which a message had been received was logged. Since we used globally unique identifiers for each node, this gave us a causal ordering of message propagation [9], which was used to reconstruct the propagation tree. At the MAC layer, timing information was crucial for us to extract metrics such as backoff time and collisions. While absolute time-synchronization [26] was an option, this proved to be unnecessary for our needs. To obtain timing information, the MAC layer stored two locally generated timestamps, with granularity 16 µs. The first timestamp recorded the total amount of time that a message was stored on a node before being retransmitted. The second timestamp recorded the interval for which the node was in backoff mode. The fact that flood propagation through a large network occurs quite quickly is our ally, since clock skew and drift is small during the flooding period. However, we still had to contend with receiver delay (as noted in [26]), which we reduced to a minimum by recording timestamps at the link layer. Thus, we restricted reconstruction errors to under a bit-time per hop, which is 100 µs at 10 kbps.

5.3 Analysis of Experiments

As we saw in Section 2, epidemic propagation exhibits complex behaviors at scale, although the algorithm that runs on each wireless node is quite simple. Our methodology in analyzing the vast quantity of data collected during the experiments is to decompose the behavior into layers, analyze them independently with different metrics, and combine the analysis as a composite to explain the global behavior.

At the physical and link layers, we attempt to quantitatively define and measure the effective communication radius at a given transmit power in a real setting. We explore packet loss statistics over distance, define what constitutes a bidirectional link and an asymmetric link, and measure these effects. At the medium access control level, we instrument the MAC and the link layer to shed light on the degree of contention, collisions, and hidden-terminal effect that occur during the process of flooding. At the network and application layer, we analyze the resulting structure of the flood. As a composite of this analysis, we reconstruct the process of the epidemic mes-
sage propagation and explain how the interactions across levels lead to the final global behavior. A comprehensive understanding of the characteristics of the radio, effective communication range, packet loss behavior, extent of asymmetry, and MAC layer behavior provides guidance for algorithms designed to work under similar large scale multihop wireless networks.

6 Physical and Link Layer Analysis

Our first step towards analyzing the data is to develop a set of metrics that will help us understand the basic link characteristics of the testbed. These metrics include node-to-node packet loss rate with respect to distance, cell radius coverage with respect to different radio transmission power setting, and the degree of link asymmetry.

6.1 Packet Loss Statistics

A fundamental metric while evaluating link-layer connectivity is packet loss. In our experiments, packets that fail to pass CRC checking are considered lost. The distribution of packet loss over distance is quite non-uniform, as Figure 5 shows. Our experimental data set, which we are making available to the research community [url - not filled in for blind review], includes detailed packet loss statistics. For instance, there are approximately 1200 packet loss data points corresponding to inter-node distances between 2 to 4 ft. We believe that these experimental statistics will be useful to drive large scale simulation studies involving such devices (for instance [7]).

Range is often described in terms of radio signal strength, which falls off polynomially but may be affected by many environmental factors. Algorithmically, what matters is successful communication. At the signal strength level, it is well known that signal propagation on the ground is $1/r^\alpha$ where $\alpha > 2$. However, as Figure 6 shows, the decay of packet loss with respect to distance does not experience such a sharp falloff, particularly for larger transmit power settings.

Another observation from these curves is that the throughput is lower than 100% even at short distances from the transmitter. This is due to two factors: increased fading rate due to deployment on the ground [42], and insufficient signal processing and forward error correction due to the limited computational and energy resources available on this platform.

6.2 Measuring the Connectivity Radius

Algorithm designers often conceptualize these systems in terms of the connectivity radius and the notion of a cir-

<table>
<thead>
<tr>
<th>Experiment Set</th>
<th>Network Size</th>
<th>Number of Transmit Power Settings</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>169</td>
<td>16</td>
<td>Packet loss statistics at different power levels over a grid</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>8</td>
<td>Epidemic flooding at different power levels over a grid</td>
</tr>
</tbody>
</table>

Table 2: Summary of the two sets of experiment

Figure 5: Contour of probability of packet reception from a central node at two different transmit power settings
cular connectivity cell. Many analytical results involve working with circular cells, since this simplifies analysis and allows a geometric approach. Figure 5 shows that connectivity is not a simple binary relation on distance.

Figure 6 shows that packet loss decreases monotonically with distance. The definition of connectivity radius is typically based on a packet-loss threshold. A guiding argument for choosing this threshold would be to treat a link as a “good link” if we can use forward error correction (FEC) and other techniques to improve the raw packet throughput to adequate levels. Correspondingly, a “bad link” would be regarded as one which cannot possibly be salvaged by such means, as it offers very poor throughput. Using these criteria, and based on Figure 6 we take the threshold for a “good link” to be 65% and the corresponding threshold for a bad link to be 25%.

We define the connectivity radius of a node as the radius \( R \) of the smallest circle that covers 75% of nodes that have greater than 65% throughput to \( n \). Only 16 nodes in the center of the grid were considered for this calculation, since their cells completely fit within the grid for most transmit power settings studied. Figure 7 shows that there is a linear variation of the connectivity radius with the transmit power setting on the mote.

6.3 Asymmetric Links

Asymmetric links arise relatively infrequently in sparse wireless networks, such as typical 802.11 LAN and ad-hoc configurations, and are often filtered out by protocol levels \([1, 37]\). However, with a large field of low-power wireless nodes such asymmetric links are very common, even if all nodes are set to have the same transmit power. Our experiments allow us to quantify asymmetric links and understand their behavior. The definitions used for a “good” and “bad” link in Section 6.2 is used in developing this metric as well. An asymmetric link is defined as one which has a “good” link in one direction and a “bad” link in the other. A bidirectional link is one which has a good link in both directions. The distribution of asymmetric links over the entire network is shown in Figure 8. This analysis reveals that for the range of transmit power settings studied, approximately 5-15% of all links are asymmetric, the percentage increasing with decreasing transmit power setting.

Figure 9 shows the distribution of bi-directional and asymmetric links over distance. At short distances from
backoff interval, reception latency, settling time and useless broadcasts.\(^3\)

### 7.1 Maximum Backoff Interval

The distribution of backoff intervals in the network indicates the extent of contention that each node perceives in the channel. In analyzing contention, it is important to consider the interference range, which is often greater than the communication range. As the transmit power setting increases, contention is greater since the interference cell grows larger. In our experiment, this result in nodes being forced to back off for longer durations at higher transmit power settings, as shown in Figure 10.

![Figure 9: Distribution of bidirectional and asymmetric links over distance.](image)

![Figure 10: Distribution of backoff delay before successful transmission at two transmission power settings.](image)

A metric that captures the contention level within an interference cell is the *maximum backoff interval* among all nodes. This reflects the time till contention subsides in each cell. The measure, however, is approximate, since different nodes within the cell may receive the packet at different times, and might not initiate backoff simultaneously. Table 3 shows that the transmit power setting and the 95\% maximum backoff interval were directly proportional to one another, over the range of transmit power settings studied.

### 7.2 Reception Latency

We now turn to evaluating the *Reception Latency*, which we define as the amount of time for nodes in the network

\(^3\)We use 95\% thresholds to meaningfully capture the effect of transmit power setting, interference cell and edge effects on MAC layer behavior.
to receive an epidemic broadcast packet. Figure 11 shows three time-series plots for different transmit power settings. An interesting observation is that a significant fraction of the total epidemic propagation time was taken to reach the last few nodes in each plot. These last few nodes captured by the propagation are significant in the application context, and form stragglers that were captured by the propagation on its rebound. We expand upon this observation in section 7.5. Table 3 and Figure 11 also show the relationship between reception latency and the network diameter, which refers to the maximum number of hops from the source to any node in the network. As expected, for higher transmit powers, the reception latency decreased with the network diameter. The shape of the curve in Figure 11 reflects the mechanics of flood propagation. The number of nodes covered starts slowly as the flood picks up more nodes, then grows rapidly as many of these nodes retransmit in rapid succession, and tapers out slowly as the few remaining nodes are picked up. An interesting observation is that a significant fraction of the total epidemic propagation time was taken to reach the last few nodes in each plot.

Table 3 shows maximum backoff interval, reception latency, settling time, useless broadcasts, with corresponding 95% confidence intervals at different transmit power settings.

<table>
<thead>
<tr>
<th>Power Setting</th>
<th>#Expts</th>
<th>95% MaxBackoff Interval (s)</th>
<th>95% Reception Latency (s)</th>
<th>Network Diameter (hops)</th>
<th>95% Settling Time (s)</th>
<th>% Useless Broadcasts(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very High</td>
<td>7</td>
<td>3.265 ± 0.169</td>
<td>1.285 ± 0.302</td>
<td>5</td>
<td>3.842 ± 0.330</td>
<td>82.2 ± 2.3</td>
</tr>
<tr>
<td>High</td>
<td>8</td>
<td>2.773 ± 0.099</td>
<td>1.569 ± 0.278</td>
<td>5</td>
<td>3.603 ± 0.125</td>
<td>78.4 ± 2.2</td>
</tr>
<tr>
<td>Medium</td>
<td>7</td>
<td>2.587 ± 0.075</td>
<td>1.688 ± 0.307</td>
<td>5</td>
<td>3.469 ± 0.172</td>
<td>75.0 ± 3.8</td>
</tr>
<tr>
<td>Low</td>
<td>4</td>
<td>2.202 ± 0.073</td>
<td>1.861 ± 0.476</td>
<td>7 ± 1.299</td>
<td>3.278 ± 0.185</td>
<td>70.4 ± 6.6</td>
</tr>
<tr>
<td>Very Low</td>
<td>4</td>
<td>1.302 ± 0.057</td>
<td>2.174 ± 0.235</td>
<td>9</td>
<td>2.985 ± 0.161</td>
<td>63.6 ± 3.3</td>
</tr>
</tbody>
</table>

7.3 Settling Time

We define Settling Time as the time taken for delivery of a single packet flood throughout the network. This is a combination of the time taken for the flood to propagate to the far end of the network (reception latency), and for all retransmissions to complete within each communication cell (maximum backoff interval). The three metrics can be related as follows:

$max(MaxBackoffTime, \leq \text{Settling} \leq MaxBackoffTime + \frac{ReceptionLatency}{\text{Time}})$

The above relation has a simple explanation: the settling time is at least as long as the time until the node with the longest backoff time has retransmitted a packet or the last node receives a packet. It is bounded above by the case that the last node to receive the epidemic propagation also chooses the maximum backoff interval.

Table 3 sheds light on the relation between these metrics and the transmit power level. At low transmit power settings, the settling time is closer to the reception latency than the maximum backoff interval, suggesting that the end-to-end flood propagation delay has a more significant impact than time taken for broadcasts to subside within each interference cell. This follows intuition since the network diameter is larger at low transmit power settings. As the transmit power increases, the settling time is closer to the maximum backoff time; the network diameter is low, and the contention within each cell dominates. The relationship between settling time and reception latency is also captured in Figures 12(a) and 12(b), which shows the time-series of the propagation of the flood. At high transmit power setting, reception latency is a small fraction of the settling time.

The difference between the settling time and reception latency in Table 3 also shows that at high transmit power settings, nodes in the network keep retransmitting the message long after 95% of the network has received the packet. We now look at such rebroadcasts, that do not reach additional nodes.
7.4 Useless Broadcasts

We define useless broadcasts as the percentage of rebroadcasts that deliver a message only to nodes that have already received one. These can occur because all neighbors have already received the message, or the rebroadcast suffers packet loss or collision. The time-series in Figure 12(a), shows that for high transmit power, a significant fraction of the broadcasts are useless since most nodes are covered by the flood quite early. In contrast, Figure 12(b) shows that each additional transmission is useful towards capturing nodes by the flood when the transmit power setting is low.

Table 3 shows the percentage of useless broadcasts over a range of transmit power settings. While the “Very Low” transmit power setting has around 60% useless rebroadcasts, we observe that reducing the transmit power setting further significantly decreases the probability of reaching all nodes in the network.

7.5 Collision

We notice in Figures 11 and 12, that the last 5% is significantly different from the rest. In fact, Figure 11 shows that for all plots, the time taken for all the nodes(100%) to receive the flood is almost equal, although this hardly reflects the significant differences between the curves. Similarly, in Figure 12(b), the last 5% of the nodes take as much time to receive their packets as the first 95%. These observations relate to stragglers and backward links, introduced in Section 2. We define stragglers as nodes that miss all transmissions, even though they would be expected to receive a packet with high probability. Backward links are defined as links in which the recipient of the flood is closer from the base station than the transmitter. In this section, we understand how collisions can explain some of this behavior.

As discussed in Section 4, control packets such as RTS/CTS are often used to deal with the hidden-terminal problem [40]. In broadcast-style epidemic transmission, a packet does not have an intended recipient, so CSMA without RTS/CTS is used. The existence of signal interference across cells and link asymmetry complicate the collision effect, making it difficult to detect and measure. However, we are able to combine the global ordering of message transmission and link layer estimates of the communication cell to infer the impact of collisions.

Figure 13 shows the relation between number of colliding transmitters, stragglers and backward links. Medium access layer timestamps are used to estimate the number of colliding nodes i.e. nodes whose transmissions overlap. Using the connectivity radius in Figure 7, we look at intersecting communication cells for each set of colliding transmitters. This gives us an estimate of the number of nodes that should receive the packet, but do not as a result of collisions. These stragglers miss the propagation in the early stage of the flood and form backward links from a later reception. At higher transmit power setting, each node has a larger communication cell, and the number of hidden terminals (reflected by stragglers) is larger. This results in a larger number of backward links being generated, as the flood rebounds to capture stragglers.
8 Network and Application Layer Analysis

We now look at a tree construction based on the simple epidemic algorithm to give us an idea of the significance of our measurements in an application context. Consider a routing tree that is constructed as the reverse path of the epidemic propagation. These trees are constructed as multi-hop reverse paths from every node back to the initial source and are useful in data-gathering applications such as wireless sensor networks [43]. The reverse paths setup during flooding is also a step in most reactive mobile ad-hoc routing algorithms with caching [10], and multicast algorithms [17, 18].

Our link layer measurements have interesting implications. Long links have a greater potential for being asymmetric and are therefore less appropriate for use as the reverse path to draw data back to the source. It should be noted that an asymmetric long link closer to the root will orphan larger sub-trees. Tree reconfiguration is expensive, and should be avoided by filtering asymmetric links during epidemic propagation. Similarly, backward links in the tree are sub-optimal, since data flows away from the base-station, rather than towards it.

Figure 14 shows a combination of factors affecting the tree structure. Here, level represents the number of hops between the base-station and a node on the tree, and the distance corresponds to the physical distance between them. At one end (upper left), nodes that were physically close to the base-station were many more hops away from it than their peers. This can be explained by the existence of stragglers. In the lower right, nodes far away from the base-station were few hops from it due to long links.

The parent selection mechanism has a large role in influencing the structure of the tree that is built. A simple parent selection mechanism is for each receiver to select the source of the first message it received as its parent. This opportunistic, earliest-first, parent selection mechanism results in highly clustered trees, with most nodes being leaf nodes and yet a significant number having large number of children. We examine the behavior of this mechanism by reconstructing the trees based on our data logs from the experiments. Figure 15 shows histograms of the cluster sizes for this parent selection mechanism.
for two transmit power settings, across various runs. The loglog plots indicate that this distribution has a relatively heavy tail, with large cluster sizes occurring frequently. This behavior was observed across the different power settings being studied. As we reduced the power setting, the slope of the least squares fit increased, as a result of decreasing communication cell size. High clustering is exacerbated by the presence of long links. Nodes at the end of long links have a greater possibility of seeing less interference and have many neighbors who have not been covered in the epidemic propagation. These nodes, therefore, retransmit the packet faster, and reach more uncovered nodes, resulting in the high clustering behavior. However, longer links are likely to be asymmetric and hence not suitable for reverse-path routing.

9 Discussion and Conclusion

We have identified the complexities in a simple epidemic algorithm by examining contributions from the various layers. Recall the scenario presented in Section 2 where we discussed four notable effects: long links, backward links, stragglers and clustering. The incidence of long links is explained in our physical/link-layer discussion (Section 6.1). Figure 6 shows that while packet loss increases with distance, it has a fairly long tail. With many nodes, it is likely that a given transmission will reach some nodes far away. Stragglers can be explained by collision effects caused at the MAC layer (Section 7.5). Backward links can be explained as a combination of the effect of long links and collisions. Long links resulted in the epidemic propagating faster in certain directions, and rebroadcasting to fill areas where the propagation was slower or where stragglers remained, forming backward links. The opportunistic, earliest-first, parent selection mechanism at the network/application layer, results in highly clustered trees (Section 8).

In analyzing the contributions of various layers, we have defined and studied useful metrics at each level. We now point out implications of our results concerning these metrics and pose some open questions that, we hope, can be answered with further research.

Much of the literature has assumed circular disc model for the cell regions. Our data implies that a probabilistic view of modelling neighborhood is more reasonable. For a deterministic abstraction of this probabilistic approach, the medium access or topology construction layer may provide algorithms with a neighbor abstraction that include only a subset of nodes that are consistently in range. Yet, providing such an interface incurs significant overhead, which may be hard to justify for highly resource constrained nodes. MAC layer protocols such as 802.11 incur processing overhead (e.g. synchronization beacons) to provide such a deterministic abstraction. Our data can be used to drive large-scale simulations to validate algorithm behavior over a probabilistic model of the underlying node connectivity.

Other observations at the link layer are equally significant. The presence of long links might have unanticipated manifestations at scale. For trees constructed using epidemic algorithms, long links should be avoided as they tend to be asymmetric. The fact that asymmetry manifests itself more on long links (Figure 9) is significant to many ad-hoc routing protocols that use shortest reverse hop-count as a method for setting up routing paths. These protocols naturally select links that are long in nature, and thereby increase the probability of selecting a poor reverse end-to-end route.

Some of the ad hoc routing protocols proposed in the literature, such as DSR [10] and ZRP [11], can route using asymmetric links; however there are others, such as AODV [12] and TORA [13], that either assume that all links are symmetric or filter out asymmetric links. Our experimental study suggests that asymmetric links are indeed likely to be significant in large scale, multihop networks and that robust protocols must deal appropriately with asymmetric links through mechanisms such as the use of a sub-routing layer to provide bidirectional abstraction [37].

Our analysis of the medium access layer shows how to apply simple techniques to obtain fine-grained timing information in a large distributed network. Our data also provide useful hints to augment the MAC layer for epidemic message propagation. Reducing the energy consumption of the epidemic broadcast can be served by using low transmit power, and reducing the number of useless broadcasts. Section 7.4 discusses the amount of redundancy that is necessary if one wishes to reliably propagate the flood at low transmit power. Rebroadcasts that are transmitted after a large backoff delay relative to the elapsed time of the flood are likely to be useless. Therefore, energy can be saved by dropping these rebroadcasts if tight estimates of the reception latency are available to nodes.

Another way to augment the performance of the epidemic algorithm is to increase its throughput. The settling time metric that we defined in Section 7.3 is useful to describe Multicast Throughput as the number of packets per second that can be pumped into the wireless network. In order to maximize throughput, it is useful to pipeline transmissions from the base-station, such that two suc-
cessive transmissions are separated by the amount of time it takes to propagate two transmission cells [30]. Settling time gives a lower bound on this throughput, by quantifying the time taken for the entire network to settle down. Thus a lower bound on achievable multicast throughput is $1/\text{settling time}$.

In conclusion, our study has implications for several algorithm design and measurement considerations:

- Simple protocols with very few states can exhibit unanticipated global complexity due to their interaction with the complex physical world.
- Vertically integrated measurement is useful to understand the contribution of the physical, medium access and application layer to application behavior in scale.
- Algorithm designs should use a probabilistic abstraction to model connectivity.
- Asymmetry is to be expected, and certain protocol choices may exacerbate its effect. Robustness to asymmetry is a crucial part of protocol design in these systems.
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Figure 15: Cluster size histogram in log log scale.


